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## 1 Introduction

In the product development process, prototyping is an essential step. Prototypes represent important features of a product, which are to be investigated, evaluated, and improved. They are used to prove design alternatives, to do engineering analysis, manufacturing planning, support managment decisions, and often just to show a product to the customers.

The vision of virtual prototyping is to use virtual reality techniques for design evaluations and presentations based on a digital model instead of physical prototypes.

In order to make the virtual objects behave exactly like real objects, fast and exact collision detection of polygonal objects undergoing rigid motions or deformations is an an enabling technology in many virtual prototyping applications (and many other simulations in computer graphics and virtual reality). It is a fundamental problem of the dynamic simulation of rigid bodies, simulation of natural interaction with objects, and haptic rendering. For example, in virtual assembly simulation, parts should be rigid and slide along each other.

It is very important for a VR system to be able to do all simulations at interactive frame rates. Otherwise, the feeling of immersion or the usability of the VR system will be impaired. For instance, force-feedback is a very demanding simulation because it requires the collision detection algorithms to handle at least 1000 collision queries per second.

Virtually all approaches to this problem utilize some kind of acceleration data structure. One particular requirement in the context of product engineering and virtual prototyping is that this data structure can be built fairly fast and efficiently. This is important in virtual prototyping because the manufacturing industries do not want to store any auxiliary data structures in the product data management system.

In the following we will describe some of the approaches that we have developed in recent years, targeted at differing scenarios and conditions.

## 2 Related Work

Bounding volume hierarchies have proven to be a very efficient data structure for rigid collision detection, and, to some extent, even for deformable objects.

One of the design choices with BV trees is the type of BV. In the past, a wealth of BV types has been explored, such as spheres [17, 36], OBBs [14], DOPs [26, 47], Boxtrees [48, 2], AABBs [44, 28], and convex hulls [11].

Another alternative are space-subdivision approaches, for instance by an octree [20] or a voxel grid [32]. In general, non-hierarchical data structures seem to be more promising for collision detection of


Fig. 1. We have found that for most nodes in an $A A B B$ tree there is very little empty space between them and their parent on most sides.


Fig. 2. Child nodes are obtained from the parent node by splitting off one side of it. The drawing shows the case where a parent has a lower and an upper child that have coplanar splitting planes.
deformable objects [4, 18, 13], although some geometric data structures suggest a natural BV hierarchy [29]. Deformable collision detection is not the focus of our work presented here.

Some good surveys on collision detection can be found in [42, 41, 30, 35]. In addition, there two books [12, 45].

A clever way to utilize graphics hardware was presented by [27]. Based on the observation that an intersection can occur if and only if an edge of one object intersects the other one, they render edges of one object and polygons of the other. This even works for deformable geometry. Unlike many previous approaches, objects do not need to be convex. However, they must still be closed. Furthermore, it seems to work robustly only for moderate polygon counts.

A hybrid approach was proposed by [15]. Here, the graphics hardware is used only to detect potentially colliding objects, while triangle-triangle intersections are performed in the CPU. While this approach alleviates previous restrictions on object topology, its effectiveness seems to degrade dramatically when the density of the environment increases.

The approach presented by [3] can compute the penetration depth using graphics hardware, but only for convex objects.

Earlier image-based methods include [40, 33, 5, 31, 6].

## 3 Minimal Hierarchical Collision Detection

In this section, we present a bounding volume hierarchy (BVH) that allows for extremely small data structure sizes while still performing collision detection as fast as other classical hierarchical algorithms in most cases [48]. The hierarchical data structure is a variation of axis-aligned bounding box trees. In addition to being very memory efficient, it can be constructed efficiently and very fast. It has been invented independently several times and under different names [48, 34, 46].

We also propose a criterion to be used during the construction of the BVHs that is formally derived. The idea of the argument is general and can be applied to other bounding volume hierarchies as well.

### 3.1 Restricted Boxtrees

In a BV hierarchy, each node has a BV associated that completely contains the BVs of its children. Usually, the parent BV is made as tight as possible. In binary AABB trees, this means that a parent box touches

each child box on 3 sides on average, because of the way the set of polygons is partitioned (usually alog one axis). We have tried to quantify this observation further: in the AABB tree of three representative objects, we have measured the empty space between each of its nodes and their parent nodes. ${ }^{1}$ Figure 1 shows that for about half of all nodes the volume of empty space between its bounding box and its parent's bounding box is only about $10 \%$.

Consequently, our hierarchy never stores a box explicitly. Instead, each node stores only one plane that is perpendicular to one of the three axes. Overall, a node consists of just one float, representing the distance from one of the sides of the parent box (see Figure 2), plus the ID of the axis, plus one pointer to the left child (assuming siblings are stored contiguously).

Because each box in such a hierarchy is restricted on most sides, we call this a restricted boxtree.

### 3.2 Overlap Test

The overlap test between a pair of BV s is the elementary step in all hierarchical collision detection algorithms, which accounts for the majority of the runtime.

With the $B V_{s}$ of the restricted boxtree, there are a number of algorithms possible to test a given pair for overlap. In the following, we will present the one that we have found to be the most efficient one. Basically, it is the so-called "SAT lite" test [44], the application of which to the restricted boxtree will be detailed in the following.

Assume we are given two boxes A and B, and that $\left(b^{1}, b^{2}, b^{3}\right)$ is the coordinate frame of box B represented in A's object space (see Figure 3).

First, we compute an axis-aligned box (in the coordinate system of A) that tightly encloses B, which is specified by $(1, h) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$ (this is equivalent to projecting B onto the three axes of A).

We already know that the parent boxes of $A$ and $B$ must overlap. Notice that we need to compute only 3 values of $(1, h)$, one along each axis. The other 3 can be reused from B's parent box. Notice further that we need to perform only one operation to derive box A from its parent box.

Assume that $B$ is derived from its parent box by a splitting plane perpendicular to axis $b \in\left\{b^{1}, b^{2}, b^{3}\right\}$, which is distance $c$ away from the corresponding upper side of the parent box (i.e., $B$ is a lower child).

[^0]We have already computed the parent's axis-aligned box, which we denote by $\left(l^{0}, h^{0}\right)$. Then, $l_{x}, h_{x}$ can be computed by (see Figure 3)

$$
h_{x}= \begin{cases}h_{x}^{0}-c b_{x} & \text { if } b_{x}>0 \\ h_{x}^{0} & \text { if } b_{x} \leq 0\end{cases}
$$

and

$$
l_{x}= \begin{cases}l_{x}^{0} & \text { if } b_{x}>0 \\ l_{x}^{0}-c b_{x} & \text { if } b_{x} \leq 0\end{cases}
$$

Similarly, $l_{x}, h_{x}$ can be computed if $B$ is an upper child, and analogously the new value along the other 2 axes.

Notice that we need to compare only 3 pairs of coordinates (instead of 6), because the status of the other 3 has not changed. For example, the comparison along the x axis to be done is

$$
B \text { and } A \text { do not overlap if } \begin{cases}h_{x}<l_{x}^{A} & \text { if } b_{x}>0 \\ l_{x}>h_{x}^{A} & \text { if } b_{x} \leq 0\end{cases}
$$

where $l_{x}^{A}, h_{x}^{A}$ are the x -coordinates of box A . Note that the decision $\mathrm{b}_{x} \lessgtr 0$ has been made already when computing $h_{x}$ or $l_{x}$.

Eventually, we have thus performed the "SAT lite" test on 3 axes. Then, we reverse the roles of A and $B$, which completes the test along all 6 axes.

## 4 A General Heuristic for Constructing Good BVHs

The performance of any hierarchical collision detection depends not only on the traversal algorithm, but also crucially on the quality of the hierarchy, i.e., the construction algorithm.

The generally adopted aproach is top-down, i.e., we start with the complete set of polygons. In the first step, we enclose this by a BV of the chosen type. Then, we choose a so-called splitting axis (this could be one of the coordinate axes). Then, we make one plane sweep along that axis, where each plane position yields a partition of the given set of polygons. Once we have determined the right plane position, we can recursively process the two sets of polygons.

The main question during this process is which plane position yields the best partition of the set of polygons, in the sense of fastest collision queries on average.

In the following, we will derive a heuristic, that can guide the determination of the plane's position along the splitting axis.

Let $C(A, B)$ be the expected costs of a node pair $(A, B)$ under the condition that we have already determined during collision detection that we need to traverse the hierarchies further down. Assuming binary trees and unit costs for an overlap test, this can be expressed by

$$
\begin{equation*}
C(A, B)=1+\sum_{i, j=1,2} P\left(A_{i}, B_{j}\right) \cdot C\left(A_{i}, B_{j}\right) \tag{1}
\end{equation*}
$$

where $A_{i}, B_{j}$ are the children of $A$ and $B$, resp., and $P\left(A_{i}, B_{j}\right)$ is the probability that this pair must be visited (under the condition that the pair ( $A, B$ ) has been visited).

An optimal construction algorithm would need to expand (1) down to the leaves:

$$
\begin{align*}
& C(A, B)=1+P\left(A_{1}, B_{1}\right)+P\left(A_{1}, B_{1}\right) P\left(A_{11}, B_{11}\right) \\
&+P\left(A_{1}, B_{1}\right) P\left(A_{12}, B_{11}\right)+\ldots+ \\
& P\left(A_{1}, B_{2}\right)+P\left(A_{1}, B_{2}\right) P\left(A_{11}, B_{21}\right)  \tag{2}\\
&+\ldots
\end{align*}
$$

and then find the minimum. Since we are interested in finding a local criterion, we approximate the cost function by discarding the terms corresponding to lower levels in the hierarchy and approximating it by the number of primitives, which gives

$$
\begin{equation*}
C(A, B) \approx \sum_{i, j=1,2} P\left(A_{i}, B_{j}\right) \cdot N\left(A_{i}\right) \cdot N\left(B_{j}\right) \tag{3}
\end{equation*}
$$

Now we will derive an estimate of the probability $\mathrm{P}\left(\mathrm{A}_{1}, \mathrm{~B}_{1}\right)$. For sake of simplicity, we will assume in the following that AABB s are used as BVs. However, similar arguments should hold for all other kinds of convex BVs.

The event of box A intersecting box B is equivalent to the condition that B's "anchor point" is contained in the Minkowski sum $A \oplus B$. This situation is depicted in Figure 4. ${ }^{2}$ Because $B_{1}$ is a child of $B$, we know that the anchor point of $B_{1}$ must lie somewhere in the Minkowski sum $A \oplus B \oplus d$, where $d=\operatorname{anchor}\left(B_{1}\right)-\operatorname{anchor}(B)$. Since $A_{1}$ is inside $A$ and $B_{1}$ inside $B$, we know that $A_{1} \oplus B_{1} \subset A \oplus B \oplus d$. So, for arbitrary convex $B V$ s the probability of overlap is

$$
\begin{equation*}
P\left(A_{1}, B_{1}\right)=\frac{\operatorname{Vol}\left(A_{1} \oplus B_{1}\right)}{\operatorname{Vol}(A \oplus B \oplus d)}=\frac{\operatorname{Vol}\left(A_{1} \oplus B_{1}\right)}{\operatorname{Vol}(A \oplus B)} \tag{4}
\end{equation*}
$$

In the case of AABBs , it is safe to assume that the aspect ratio of all BVs is bounded by $\alpha$. Consequently, we can bound the volume of the Minkowski sum by

$$
\begin{align*}
\operatorname{Vol}(A)+\operatorname{Vol}(B)+\frac{2}{\alpha} \sqrt{\operatorname{Vol}(A) \operatorname{Vol}(B)} \leq & \\
& \operatorname{Vol}(A \oplus B) \leq \\
& \operatorname{Vol}(A)+\operatorname{Vol}(B)+2 \alpha \sqrt{\operatorname{Vol}(A) \operatorname{Vol}(B)} \tag{5}
\end{align*}
$$

So we can estimate the volume of the Minkowski sum of two boxes by

$$
\operatorname{Vol}(A \oplus B) \approx 2(\operatorname{Vol}(A)+\operatorname{Vol}(B))
$$

yielding

$$
\begin{equation*}
\mathrm{P}\left(A_{1}, B_{1}\right) \approx \frac{\operatorname{Vol}\left(A_{1}\right)+\operatorname{Vol}\left(B_{1}\right)}{\operatorname{Vol}(A)+\operatorname{Vol}(B)} \tag{6}
\end{equation*}
$$

Since $\operatorname{Vol}(A)+\operatorname{Vol}(B)$ has already been committed by an earlier step in the recursive construction, Equation 3 can be minimized only by minimizing $\operatorname{Vol}\left(A_{1}\right)+\operatorname{Vol}\left(B_{1}\right)$. This is our criterion for constructing restricted boxtrees.

[^1]
## 5 Object-Space Interference Detection on Programmable Graphics Hardware

Currently, the performance of graphics hardware (GPUs) is progressing faster than general-purpose CPUs. The main reason is an architecture that combines stream processing [19] and SIMD processing. In addition, the programmability of the GPU has increased drastically over the past few years. Overall, today a programmer can write kernels for all stages of the graphics pipeline that are automatically executed in parallel on an indefinite number of processing units. This has led many researchers to investigate exploitation of the GPU for other computations, such as matrix computations, ray tracing, distance field computation, etc.

Many algorithms have been proposed to utilize graphics hardware for the problem of collision detection. They can be classified into techniques that make use of the depth and stencil buffer tests, and those that compute discrete distance fields. In any case, the problem is approached in image space, i.e., it is discretized.

To our knowledge, we have presented the first algorithm that performs collision detection completely on the GPU and in object space [16]. Our method is based on previous hierarchical collision detection algorithms. However, all computations during this traversal, including the final triangle intersection tests, are performed in vertex and fragment programs on the GPU. The algorithm has no requirements on the shape, topology, or connectivity of the polygonal input models.

This method will be outlined in the following. We will skip the details of the triangle intersection test and the box overlap test on the GPU and refer the interested reader to [16].

### 5.1 Hierarchical Interference Detection

Instead of traditional depth-first traversals for collision detection on the CPU, we use a breadth-first traversal scheme. To be able to traverse the AABB trees efficiently, the trees have to be balanced. Furthermore, since leaf nodes will be handled differently than inner nodes by our algorithm, we require that there are no leaf nodes in the tree other than at the lowest hierarchy level

### 5.2 Outline of the Algorithm

Since we traverse the tree breath-first and since at each hierarchy level only certain node pairs are to be visited, we have to store the indices of these node pairs temporarily during the traversal. For this purpose, we use a 2D buffer, which we will refer to in the following as node pair index map.

This buffer contains an array of index sets as follows. Let $L_{j}=\left\{i \mid \operatorname{AABB}\left(S_{i}\right)\right.$ overlaps $\left.\operatorname{AABB}\left(T_{j}\right)\right\}$. Putting the contents of set $L_{j}$ in the 2D buffer at row $j$, stored successively starting at the first pixel in this row, the complete buffer consists of $m$ horizontal lines of different lengths. The lengths of all these lines (or, more precisely, their start and end points) are stored in a vertex array.

In addition, we require a second temporary 2D buffer, that we call overlap count map. This buffer consists of multiple levels, exactly as much as there are hierarchy levels in the AABB trees. As the node pair index map, also each level of the overlap count map consists of $m$ horizontal lines of different lengths. The contents of the overlap count map are constructed during the AABB tree traversal at each hierarchy level L as follows.

At first, all those AABB node pairs that are to be visited at the considered level L are checked for overlap. Each such node pair corresponds to one entry in the overlap count map at level L. If the AABB overlap test of a certain node pair was positive and thus the corresponding child nodes are to be visited when processing the next hierarchy level, the number of these child nodes is written into the corresponding entry of the overlap count map. Otherwise the entry of the overlap count map is set to 0 . How this is done using the GPU is described in [16].

If this step results in a map containing only 0-entries (what can be determined using an occlusion query), all AABB overlap tests have been negative, and therefore the two objects definitively do not collide.

Otherwise, the AABB tree traversal is continued as follows. Before the iteration proceeds to the next hierarchy level, the node pair index map has to be updated, as well as the vertex array containing the start and end points of the horizontal lines contained in this map. This is done in two steps. First, the vertex array is updated, as well as levels $0, \ldots, L-1$ of the overlap count map. Second, the information contained in levels $0, \ldots, L$ of the overlap count map is used to construct the node pair index map required as input for processing the next hierarchy level. These two steps are explained in detail in Section 5.3.

The whole process is repeated for all hierarchy levels as long as there are positive AABB overlap tests. If the last hierarchy level is reached, instead of testing AABB overlaps, triangle intersection tests are performed on the GPU for all leaf node pairs that have to be visited according to the node pair index map. Using an occlusion query, we obtain the number of intersecting triangle pairs for the considered objects. If required, the actual list of intersecting triangles can be obtained via read-back from graphics memory.

The outline of the overall algorithm is summarized in Fig. 5.

### 5.3 Generating the Node Pair Index Map

We construct the new node pair index map and the corresponding vertex array in multiple passes using the following technique.

The length of each horizontal line in the new node pair index map corresponds to the number of nodes of level L +1 for whose parent nodes the AABB overlap test was positive. By construction, this number is equal to the sum of all values in level L of the overlap count map at the corresponding row.

Therefore, we can construct the vertex array by summing up these values. In analogy to the construction of 1D MIP maps on the GPU, we do this by constructing the levels $L-1, \ldots, 0$ of the overlap count map as follows. Each level $i=L-1, \ldots, 0$ of this map consists of $2^{i} \times m$ entries, each of which is calculated by summing up two values from level $i+1$ (see Fig. 6).

We store the entries of level 0 of the overlap count map, each of which corresponds to the sum of all values in the corresponding row of level L, in a vertex array, such that they can be used as vertex program input for the $A A B B$ overlap tests at hierarchy level $L+1$. In our current implementation, this is accomplished by transferring the data from the render target texture directly to the vertex array using the EXT_pixel_buffer_object OpenGL extension.

Next, we construct the new node pair index map for hierarchy level L + 1 in L passes as follows.
The basic idea is that for every row of the node pair index map the nth entry corresponds to the $n$th AABB tree node of level $L+1$ that is to be visited. This node can be found be traversing the AABB tree starting at the root node. Note, that the first entry of level 1 of the overlap count map contains the number of nodes of level $L+1$ to be visited that are reached from the root node via its first child node. Therefore, this value decides whether we must proceed to the first or to the second child of the root node to reach the searched node. Then, this step is repeated using levels $2, \ldots, \mathrm{~L}$ of the overlap count map.

This technique to construct the new node pair index map is realized on the GPU as follows. We need a temporary buffer of the same size as the node pair index map that we are going to construct, consisting of two components per entry. The first component, called current node index in the following, is used to store the indices of AABB tree nodes that are visited during the traversal. The second component, called current child index in the following, corresponds to $n$ if we search the $n$th node of level $L+1$ to be visited that is reached from the node specified by the current node index.

At the beginning, this temporary buffer is initialized as follows: In each row of the texture, the current child index is numbered consecutively starting with 0 . The current node index is initialized to 0


Fig. 5. The outline of our approach to object-space collision detection on the GPU.

Fig. 6. Summing up the overlap counts.
and thus addresses the root node. Each row of the temporary buffer is assumed to be of the corresponding length stored in the vertex array.

We use a fragment program that does the following for each pass $i=1, \ldots, L$ : First, the value from the overlap count map of level $i$ at the index that equals 2 current node index is read. Then, this value (overlap count) is compared against the current child index. If it is greater, the current node index is replaced by 2 current node index in the temporary buffer, and the current child index remains unchanged. Otherwise, the current node index is replaced by 2.current node index +1 , and the overlap count is subtracted from the current child index, see Fig. 7.

After these L passes, the new node pair index map can be obtained based on the values in the temporary buffer and the current contents of the node pair index map as follows. For each entry of the map, we identify the actual corresponding $\mathrm{A} A B B$ tree node by accessing the current contents of the node pair index map at the index specified by the current node index from the temporary buffer. Then we store the


Fig. 7. Construction of the node pair index map in multiple passes. The values on gray background are the overlap counts that are compared to the current child indices shown at the top row.
index of its first or second child, depending on the current child index from the temporary buffer, into the new node pair index map. This step is shown in the lower right of Fig. 7.

Instead of doing this last step in an additional render pass, it can be incorporated directly into the fragment programs used for box overlap and triangle intersection testing, such that the construction of the node pair index map requires $L$ passes in total.

Note that the multi-pass construction technique described above is also suited for graphics hardware with dependent texture read limit (like the current ATI Radeon GPUs). On hardware without such a limit, the number of passes could be reduced by combining multiple of these passes into a single one, provided that total number of textures used in such a pass does not exceed the corresponding hardware limit.

### 5.4 Results

We implemented the method in C++ using OpenGL on a NVIDIA GeForce FX 5900 GPU.

We tested the performance of our algorithm using a test scenario similar to that of [49]: two identical objects placed at some distance from each, one of them rotating and slowly approaching the other.

This test was performed on a set of CAD objects with varying complexities. To compare the performance of GPU and CPU based collision detection methods, we also implemented the AABB tree traversal approach on the CPU using an identical traversal scheme and ran the same tests on that implementation.

The timings include the determination of all intersecting triangle pairs as well as the read-back of its indices from graphics memory in case of the GPU implementation.

When comparing the performance of the individual steps of the algorithm between its GPU and CPU implementations, it turns out that in the GPU implementation the box overlap and triangle intersection tests perform up to four times faster especially at the lower hierarchy levels. However, this speed-up is reduced by the overhead of the node pair index map generation, which is larger in the GPU implementation. Overall, in general our current GPU implementation is slightly faster than the CPU implementation.

For more details, we would like to refer the interested to [49].

## 6 Time-Critical Collision Detection Using ADB-Trees

It has often been noted previously, that the perceived quality of a virtual environment and, in fact, most interactive 3D applications, crucially depends on the real-time response to collisions [43]. At the same time, humans cannot distinguish between physically correct and physically plausible behavior of objects (at least up to some degree) [8]. ${ }^{3}$

Therefore, we have introduced the novel framework of collision detection using an average-case approach, thus extending the set of techniques for plausible simulation [22,21]. To our knowledge, this is the first time that the quality of collision detection can be decreased in a controlled way (while increasing the speed), such that a numeric measure of the quality of the results is obtained (which can then be related to the perceived quality). The methods presented in this section can be applied to virtually any hierarchical collision detection algorithm.

Conceptually, the main idea of the new algorithm is to consider sets of polygons at inner nodes of the BV hierarchy, and then, during traversal, check pairs of sets of polygons. However, we neither check pairs of polygons derived from such a pair of polygon sets, nor store any polygons with the nodes. Instead, based on a small number of parameters describing the distribution within the polygon sets, we will derive an estimation of the probability that there exists a pair of intersecting polygons. This has two advantages:

1. The application can control the runtime of the algorithm by specifying the desired "quality" of the collision detection (to be defined later).
2. The probabilities can guide the algorithm to those parts of the BV hierarchies that allow for faster convergence of the estimate.

### 6.1 Overview of our Approach

The idea of our algorithm is to guide and to abort the traversal by the probability that a pair of BVs contains intersecting polygons. The design of our algorithm was influenced by the idea to develop an algorithm that works well and efficient for most practical cases - in other words, that works well in the average case. Therefore, we estimate the probability of a collision within a pair of BVs by some

[^2]

Fig. 8. We partition the intersection volume by a grid. Then, we determine the probability that there are collision cells where polygons of different objects could intersect (highlighted in grey). For the sake of illustration, only one polygon of each BV is shown.


Fig. 9. A cubic collision cell $c$ with side length a. $\operatorname{Area}_{\mathrm{c}}(\mathcal{A})$ and $\mathrm{Area}_{\mathrm{c}}(\mathrm{B})$ must be at least MaxArea(c) $=$ $a^{2} \sqrt{2}$, which is exactly the area of the two quadrangles.
characteristics about the average distribution of the polygons, but we do not use the exact positions of the polygons during the collision detection.

Conceptually, the intersection volume of $B V s A$ and $B, A \cap B$, is partitioned into a regular grid (see Figure 8). If a cell contains enough polygons of one BV, we call it a possible collision cell and if a cell is a possible collision cell with respect to $A$ and also with respect to $B$, we call it a collision cell (a more precise definition is given in Section 6.2). Given the total number of cells in $A \cap B$, the number of possible collision cells from $A$ and $B$, resp., lying in $A \cap B$, we can compute the probability that there are at least $x$ collision cells in $A \cap B$. This probability can be used to estimate the probability that the polygons from $A$ and B intersect. For the computations, we assume that the probability of being a possible collision cell is evenly distributed among all cells of the partitioning because we are looking for an algorithm that works well in the average case where the polygons are uniformly distributed in the BVs.

An outline of our traversal algorithm is shown in Figure 10. Function computeProb estimates the probability of an intersection between the polygon sets of two BVs. By descending first into those subtrees that have highest probability, we can quickly increase the confidence in the result and determine the end of the traversal. Basically, we are now dealing with priorities of pairs of nodes, which we maintain in a priority queue. It contains only pairs whose corresponding polygons can intersect. The queue is sorted by the probability of an intersection. Instead of a recursive traversal, our algorithm just extracts the front node pair of the queue and inserts a number of child pairs.

The quality and speed of the collision detection strongly depends on the accuracy of the probability computation. Several factors contribute to that, such as the kind of partitioning and the size of the polygons relative to the size of the cells.

There are two other important parameters in our traversal algorithm, $p_{\text {min }}$ and $k_{\text {min }}$, that affect the quality and the speed of the collision detection. Both can be specified by the application every time it performs a collision detection. A pair of collision nodes is found if the probability of an intersection between their associated polygons is larger than $\boldsymbol{p}_{\min }$. A collision is reported if at least $k_{\min }$ such pairs

```
traverse \((A, B)\)
priorityQueue q; \(k:=0\)
q.insert ( \(A, B, 1\) )
while q is not empty do
    A, B := q.pop;
    for all children \(A[i]\) and \(B[j]\) do
            \(p:=\operatorname{computeProb}(A[i], B[j])\)
            if \(p \geq p_{\text {min }}\) then
            k++
            if \(k \geq k_{\text {min }}\) then
                return "collision"
            end if
        end if
        if \(p>0\) then
            q.insert \((A[i], B[j], p)\)
        end if
    end for
end while
return "no collision"
```

Fig. 10. Our algorithm traverses two BV hierarchies by maintaining a priority queue of BV pairs sorted by the probability of an intersection.
have been found. The smaller $p_{\min }$ or $k_{\min }$, the shorter is the runtime and, in most cases, the more errors are made.

### 6.2 Notation and Definitions

For the sake of accuracy and conciseness, we introduce the following notation and definitions. We treat the terms bounding volume ( BV ) and node of a hierarchy synonymous. $A$ and $B$ will always denote $B V$ s of two different hierarchies.

All polygons of the object contained in BV A or intersecting $A$ are denoted as $P(A)$. Let $c$ be a cell of the partitioning of $A \cap B$. The total area of all polygons in $P(A)$ clipped against cell $c$ is denoted as Area $_{c}(\mathcal{A})$. MaxArea(c) denotes the area of the largest polygon that can be contained completely in cell $c$.

Definition 1 (possible collision cell) Given a BV A and a cell c. c is a possible collision cell, if Area $_{\mathrm{c}}(A) \geq$ MaxArea(c).

Definition 2 (collision cell) Given two intersecting $B V s A$ and $B$ as well as a partitioning of $A \cap B$. Then, $A$ and $B$ have a (common) collision cell iff $\exists c: \operatorname{Area}_{c}(A) \geq \operatorname{MaxArea}(c) \wedge \operatorname{Area}_{c}(B) \geq \operatorname{MaxArea}(c)$ (with suitably chosen MaxArea(c)).

Definitions 1 and 2 are actually the first steps towards computing the probability of an intersection among the polygons of a pair of BVs. In particular, definition 2 is motivated by the following observation. Consider a cubic cell $c$ with side length $a$, containing exactly one polygon from $A$ and $B$, resp. Assuming $\operatorname{Area}_{c}(A)=\operatorname{Area}_{c}(B)=\operatorname{MaxArea}(c)$, then we must have exactly the configuration shown in Figure 9, i.e., an intersection, if we choose MaxArea(c) $=a^{2} \sqrt{2}$. Obviously, a set of polygons is not planar (usually), so even if $\operatorname{Area}_{c}(A)>\operatorname{MaxArea}(c)$ there might still not be an intersection. But since almost all practical objects have bounded curvature in most vertices, the approximation by a planar polygon fits better and better as the polygon set covers smaller and smaller a surface of the object.

Definition $3\left(\mathrm{LB}\left(\mathrm{c}_{\mathrm{A} \cap \mathrm{B}}\right)\right.$ ) Given an arbitrary collision cell c from the partitioning of $\mathrm{A} \cap \mathrm{B}$. A lower bound for the probability that a collision occurs in c is denoted as $\mathrm{LB}\left(\mathrm{c}_{\mathrm{A} \cap \mathrm{B}}\right)$.

Let us conclude this subsection by the following important definition.
Definition $4(\operatorname{Pr}(\mathrm{c}(\mathrm{A} \cap \mathrm{B}) \geq \mathrm{x})$ ) The probability that at least x collision cells exist in $\mathrm{A} \cap \mathrm{B}$ is denoted as $\operatorname{Pr}[c(A \cap B) \geq x]$.

Overall, given the probability $\operatorname{Pr}[c(A \cap B) \geq 1]$, a lower bound for the probability that the polygons from $A$ and $B$ intersect is given by

$$
\begin{equation*}
\operatorname{Pr}[P(A) \cap P(B) \neq \varnothing] \geq \operatorname{Pr}[c(A \cap B) \geq 1] \cdot L B\left(c_{A \cap B}\right) \tag{7}
\end{equation*}
$$

A better lower bound is given below.
6.3 ADB-Trees

As mentioned before, our approach is applicable to virtually all BV hierarchies by augmenting them with a simple description of the distribution of the set of polygons. We call the resulting hierarchies $A D B$ trees. In the following, we explicitly mention the type of BV only if necessary.

Our function computeProb $(A, B)$ needs to estimate the probability $\operatorname{Pr}[c(A \cap B) \geq x]$ that is defined in the previous section. However, partitioning $A \cap B$ during runtime is too expensive.

Therefore, we partition each BV during the construction of the hierarchy into a fixed number of cuboidal cells, and then we count the number of possible collision cell according to Definition 1 and store it with the node. Note that, thanks to our average-case approach making the assumption that each cell of the partitioning has the same probability to be a possible collision cell, we are not interested in exactly which cells are possible collision cells, but only in their number. As a consequence, this additional parameter per node incurs only a very small increase in the memory footprint of the BV hierarchy, even when utilizing very "light-weight" nodes such as spheres [17] or restricted boxes [48]. It is, of course, computed during preprocessing after the construction of the BV hierarchy.

Note that we do not need to store any polygons or pointers to polygons in inner nodes! A possible intersection is determined solely based on the probabilities described so far.

In addition to the $A D B-$ trees, we will need a number of lookup tables in order to compute $\operatorname{Pr}[c(A \cap$ B) $\geq x]$ efficiently (see Section 6.4). Fortunately, they do not depend on the objects nor on the type of BV, so we need to precompute the lookup tables only once.

### 6.4 Probability Computations

In this section, we explain the computation of the probability $\operatorname{Pr}[c(A \cap B) \geq x]$ and its usage. It can be computed from the following 3 parameters only:

$$
\begin{aligned}
s & =\# \text { cells contained in } A \cap B \\
s_{A} & =\# \text { possible collision cells from } A \text { in } A \cap B \\
s_{B} & =\# \text { possible collision cells from } B \text { in } A \cap B .
\end{aligned}
$$

For the details about how to compute these during the hierarchy traversal, we would like to refer the interested reader to [22, 21].

Given a partitioning of $A \cap B$ and the numbers $s, s_{A}, s_{B}$, the question is: what is the probability that at least $x$ of the $s$ cells are possible collision cells of the $s_{A}$ cells and are also possible collision cells of the $s_{B}$ cells? This is the probability that at least $x$ collision cells exit.

Note that the $s_{A}+s_{B}$ possible collision cells are randomly but not independently distributed among the $s$ cells: obviously, it can never happen that two or more of the $s_{A}$ or $s_{B}$, resp., possible collision cells are distributed on the same cell, i.e., $s_{\text {A }}$ possible collision cells are distributed on exactly the same number of cells of the partitioning. This problem can be stated more abstractly and generalized by the following definition.

Definition $5(\operatorname{Pr}(\#$ filled bins $\geq x))$ Given $u$ bins, $v$ blue balls, and $w$ red balls. The balls are randomly thrown into the $u$ bins, whereby a bin never gets two or more red or two or more blue balls. The probability that at least $x$ of the $u$ bins get a red and a blue ball is denoted as $\operatorname{Pr[\# filled~bins~} \geq x]$.

If $u=s, v=s_{A}$ and $w=s_{B}$, this definition is related to our original problem by the following observation, because we assume that each cell of the partitioning has the same probability of being a possible collision cell.

## Observation 1

$\operatorname{Pr}[\mathrm{c}(\mathrm{A} \cap \mathrm{B}) \geq \mathrm{x}] \approx \operatorname{Pr}[\#$ filled bins $\geq x]$.
Now, let us determine $\operatorname{Pr}[\#$ filled bins $\geq x]$. The probability, that exactly $t$ of the $u$ bins get a red and a blue ball, is ${ }^{4}$

$$
\frac{\binom{w}{t}\binom{u-w}{v-t}}{\binom{u}{v}}
$$

Thus, the probability that at least $x$ of the $u$ bins get a red and a blue ball, is

$$
\begin{equation*}
\operatorname{Pr}[\# \text { filled bins } \geq x]=1-\sum_{t=0}^{x-1} \frac{\binom{w}{t}\binom{u-w}{v-t}}{\binom{u}{v}} \tag{8}
\end{equation*}
$$

Until now, for computing a lower bound for $\operatorname{Pr}[P(A) \cap P(B) \neq \varnothing]$ (see Equation 7) we have only used the probability that at least one collision cell exists in $A \cap B$. Although the algorithm achieves very good quality using only that probability, we can improve the lower bound by using the probability that several collision cells are in the intersection, i.e., by using $\operatorname{Pr}[c(A \cap B) \geq x], x>1$.

Obviously, $\operatorname{Pr}[c(A \cap B) \geq x]$ decreases as $x$ increases. But the more collision cells (with high probability) in the intersection volume are, the higher the probability is that a collision really takes place in the pair of BVs.

Let a partitioning of $A \cap B$ be given. Then, a lower bound for the probability $\operatorname{Pr}[P(A) \cap P(B) \neq \varnothing]$ can be computed by

$$
\begin{equation*}
\operatorname{Pr}[P(A) \cap P(B) \neq \varnothing] \geq \max _{x \leq \min \left\{s_{A}, S_{B}\right\}}\left\{\operatorname{Pr}[c(A \cap B) \geq x] \cdot\left(1-\left(1-L B\left(c_{A \cap B}\right)\right)^{x}\right)\right\} \tag{9}
\end{equation*}
$$

because $\left(1-\left(1-L B\left(c_{A \cap B}\right)\right)^{x}\right)$ denotes a lower bound for the probability that in at least one of the $x$ collision cells a collision takes place. Note that, if we use the approximation shown in Observation 1, this is not a lower bound any longer, but only a good estimation of it.

In practice, it is sufficient to evaluate Equation 9 for small $x$, because for realistic values of $s, s_{A}, s_{B}$, and $\operatorname{LB}\left(c_{A \cap B}\right)$ it assumes the maximum at a small $x$. Consequently, we bound $x$ by a small number (e.g., 10) in Equation 9.

[^3]Overall, in order to get a better lower bound for the collision probability, $\operatorname{Pr}[P(A) \cap P(B) \neq \varnothing]$ can be computed by Equation 9 instead of Equation 7.

It remains to derive $\operatorname{LB}\left(\mathrm{c}_{\mathrm{A} \cap \mathrm{B}}\right)$, which denotes a lower bound for the probability of an intersection in an arbitrary collision cell from the partitioning of $A \cap B$ (see Defintion 3).

For most real-world models, we can assume that the curvature of the surfaces is bounded (possibly except in a finite number of curves on the surface). Now consider a collision cell $c \subset A \cap B$, i.e., it contains two sets of polygons, $P(A)$ and $P(B)$. Because we are looking for a lower bound, we can only assume that Area $_{c}(A)$ and Area $_{c}(B)$ are equal to MaxArea(c).

Suppose the cell $c$ is large compared to the size of the objects. Then, the possible curvature of the surface parts in $P(A)$ and $P(B)$ can lead to convex hulls of $P(A)$ and $P(B)$ that are small with respect to $c$. Therefore, the probability of an intersection is small.

On the other hand, as the traversal of the BV hierarchies reaches lower levels, c becomes small compared to the size of the objects. Then, because of the bounded curvature, $P(A)$ and $P(B)$ can be approximated better and better by two plane polygons. In the extreme, we reach exactly the situation shown in Figure 9. Therefore, we estimate the lower bound $\operatorname{LB}\left(\mathrm{c}_{\mathrm{A} \cap \mathrm{B}}\right)$ by

$$
\operatorname{LB}\left(\mathrm{c}_{\mathrm{A} \cap \mathrm{~B}}\right) \approx \frac{\mathrm{d}_{\mathrm{A}}+\mathrm{d}_{\mathrm{B}}}{\mathrm{~d}_{\max _{\mathrm{A}}}+\mathrm{d}_{\max _{\mathrm{B}}}}
$$

where $d_{A}, d_{B}$ are the depth of node $A, B$ in their respective $B V$ hierarchies, and $d_{\max _{A}}, d_{\text {max }_{B}}$ are the maximum depths. In other words, the larger the depth of the nodes of $A$ and $B$, the smaller the $B V s$, and the larger is the probability that the polygons in a collision cell intersect.

Note that if we approximate $\operatorname{LB}\left(\mathrm{c}_{\mathrm{A} \cap \mathrm{B}}\right)$ as described above, the lower bound given in Equation 9 is not a lower bound any longer, but only a good estimation of it.

### 6.5 Intersection Volume

Since the probability is computed once per node pair during the hierarchy traversal, we need a fast way to compute $\operatorname{Vol}(A \cap B)$. However, an exact computation is prohibitively expensive for most $B V$ s (except spheres), even for cubes, because they are not aligned with each other. So we need to resort to approximations.

The idea of our proposed method is shown in Figure 11.
Given two bounding boxes of (nearly) the same size at a certain distance $d$ that are not necessarily aligned with each other. Then, an upper bound of their intersection volume is given by two BVs of the same size with the same distance $d$, that are aligned as one of the 3 cases shown in the Figure 11. So we only need to tentatively compute the intersection volume $V_{i}$ for each of them. Then, $\max \left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}\right\}$ is an upper bound of the intersection volume. In the following, let $a, b$, and $c$ denote the side lengths of the $B V s$, where $a \geq b \geq c$. Then

$$
\begin{aligned}
& V_{1}=a \cdot b \cdot c \cdot\left(1-\frac{d}{\sqrt{a^{2}}}\right)^{1}=(a-d) \cdot b \cdot c \\
& V_{2}=a \cdot b \cdot c \cdot\left(1-\frac{d}{\sqrt{a^{2}+b^{2}}}\right)^{2} \\
& V_{3}=a \cdot b \cdot c \cdot\left(1-\frac{d}{\sqrt{a^{2}+b^{2}+c^{2}}}\right)^{3}
\end{aligned}
$$

To prove this claim, one has to perform two steps. First of all, assume that the boxes are axis-aligned. Without loss of generality, let one box be centered at the origin and the other centered at $P=(x, y, z)$. Then, the intersection volume is $V=(a-x)(b-x)(c-x)$, which has to be maximized under the constraint


Fig. 11. We estimate the intersection volume for two not necessarily aligned BVs by the maximum of three corresponding aligned cases, $\max \left\{\mathrm{V}_{1}, \mathrm{~V}_{2}, \mathrm{~V}_{3}\right\}$, which is an upper bound. Note that, also for non-cubic $B V_{s}$, the line through the midpoints of the two BVs has to intersect the vertices and/or edges of the BV of the intersection volume as shown.


Fig. 12. Timings for different models and different polygon counts ( $k_{\min }=10$ and $p_{\min }=0.99$ ). Also, a runtime comparison to a DOP tree is shown.


Fig. 13. Error rates corresponding to the timings in Figure 12.
that $x^{2}+y^{2}+z^{2}=d^{2}$. Then, one has to show that $V \leq \max \left\{V_{1}, V_{2}, V_{3}\right\}$ always holds. In the second step, one has to prove that for a rotated BV the intersection volume is smaller or equal than when aligning that BV while keeping the same distance. If the difference of the size of the two bounding boxes is above a certain threshold, we use the intersection volume of the two bounding spheres as an estimate. In our experience this seems to work well.

### 6.6 Results

Each plot in Figure 12 shows the runtime for a model of varying complexity (the legend gives the number of polygons per object). In most cases, the runtime is fairly independent of the complexity.

Figure 13 shows the error rates corresponding to the timings in Figure 12. Here, the error is defined as the percentage of wrong detections. For measuring them, we have compared our results with an exact
approach. Only collision tests are considered where at least the outer BV s, which enclose the whole objects, intersect. Apparently, the error rates are always relatively low and mostly independent of the complexities: on average, only $1.89 \%$ (sharan), $1.54 \%$ (door lock), and $2.10 \%$ (pipes) wrong collisions are reported if the objects have a distance between 0.4 and 2.1 , and about $3.19 \%$ (sharan), $1.71 \%$ (door lock), and $3.15 \%$ (pipes) wrong collisions are reported for distances between 1 and 2 .

Further statistics and measurements can be found in [22, 21].

## 7 Collision Detection of Point Clouds

Point sets, on the one hand, have become a popular shape representation over the past few years. This is due to two factors: first, 3D scanning devices have become affordable and thus widely available [38]; second, points are an attractive primitive for rendering complex geometry for several reasons [37, 39, 50, 7].

Interactive 3D computer graphics, on the other hand, requires object representations that provide fast answers to geometric queries. Virtual reality applications and 3D games, in particular, often need very fast collision detection queries. This is a prerequisite in order to simulate physical behavior and in order to allow a user to interact with the virtual environment.

So far, however, little research has been presented to make point cloud representations suitable for interactive computer graphics. In particular, there is virtually no literature on determining collisions between two sets of points.

In this section, we present our algorithm to check whether or not there is a collision between two point clouds. The algorithm treats the point cloud as a representation of an implicit function that approximates the point cloud.

Note that we never explicitly reconstruct the surface. Thus, we avoid the additional storage overhead and an additional error that would be introduced by a polygonal reconstruction.

We also present a novel algorithm for constructing point hierarchies by repeatedly choosing a suitable subset. This incorporates a hierarchical sphere covering, the construction of which is motivated by a geometrical argument.

This hierarchy allows us to formulate two criteria that guide the traversal to those parts of the tree where a collision is more likely. That way, we obtain a time-critical collision detection algorithm that returns a "best effort" result should the time budget be exhausted. In addition, the point hierarchy makes it possible that the application can specify a maximum "collision detection resolution", instead of a time budget.

### 7.1 Overview of our Approach

A point cloud $P_{A}$ can be viewed as a way to define a function $f_{A}(x)$ such that the implicit $f_{A}(x)=$ 0 approximates $\mathrm{P}_{\mathrm{A}}$. Given two point clouds $\mathrm{P}_{\mathrm{A}}$ and $\mathrm{P}_{\mathrm{B}}$, we pursue a hierarchical approach to quickly determine points $x$ such that $f_{A}(x)=f_{B}(x)=0$ by exploiting the spatial knowledge about the surface.

The idea of our algorithm is to create a hierarchy where the points are stored in its leaves. At each inner node, we store a sample of the point cloud underneath, a simple BV (such as a box), and a sphere covering for the part of the surface corresponding to the node (see Fig. 14). The point cloud samples effectively represent a simplified surface, while the sphere coverings define a neighborhood around it that contains the original surface.

The sphere coverings, on the one hand, can be used to quickly eliminate the possibility of an intersection of parts of the surface. The simplified point clouds, on the other hand, together with the sphere coverings, can be used to determine kind of a likelihood of an intersection between parts of the surface.


Fig. 14. Our approach constructs a point hierarchy, where each node stores a sample of the points underneath, which yields different levels of detail of the surface. In addition, we store a sphere covering of the surface of each node. Note that in our implementation we compose a sphere covering of many more spheres.

## traverse $(A, B)$

if simple $B V$ s of $A$ and $B$ do not overlap then

## return

end if
if sphere coverings do not overlap then

## return

end if
if $A$ and $B$ are leaves then
return approx. distance between surfaces inside
end if
for all children $A_{i}$ and $B_{j}$ do
compute priority of pair $\left(A_{i}, B_{j}\right)$
end for
traverse $\left(A_{i}, B_{j}\right)$ with largest priority first
Fig. 16. Outline of our hierarchical algorithm for point cloud collision detection.

Given two such point cloud hierarchies, two objects can be tested for collision by simultaneous traversal (see Fig. 16), controlled by a priority queue. For each pair of nodes that still needs to be visited, our algorithm tries to estimate the likelihood of a collision, assigns a priority, and descends first into those pairs with largest priority. A pair of leaves is interrogated by a number of test points.

In order to make our point hierarchy memory efficient, we do not compute an optimal sphere covering, nor do we compute an optimal sample for each inner node. Instead, we combine both of them so that the sphere centers are also the sample.

### 7.2 Terminology

In the following, we treat the terms bounding volume (BV) and node of a hierarchy synonymous. A and $B$ will always denote BVs of two different hierarchies.

For the sake of accuracy and conciseness, we introduce the following definitions.
Definition 6 (Cloud point) Each point of a given point cloud is denoted as a cloud point. The set of cloud points lying in $B V A$ or its $r_{\varepsilon}$-border (see previous section) is denoted as $P_{A}$.

Definition 7 (Sample point) Each inner node A of our hierarchy stores a sample of all cloud points lying in $A$ or its $r_{\varepsilon}$-border. These sample points are denoted as $\mathrm{P}_{\mathrm{A}}^{\prime}\left(\mathrm{P}_{\mathrm{A}}^{\prime} \subset \mathrm{P}_{\mathrm{A}}\right)$.

Definition 8 (Test point) A test point is an arbitrary point that is not necessarily contained in a given point cloud.

### 7.3 Surface Definition

We define the surface of a point cloud implicitly based on weighted least squares. For sake of completeness, we will give a quick recap of that surface definition in this section; please refer to [25,24, 23] for the details.

Let $N$ points $p_{i} \in \mathbb{R}^{3}$ be given. Then, the implicit function $f: \mathbb{R}^{3} \rightarrow \mathbb{R}$ describes the distance of a point $x$ to a plane given by a point $a(x)$ and the normal $n(x)$ :

$$
\begin{equation*}
f(x)=n(x) \cdot(a(x)-x) \tag{10}
\end{equation*}
$$

The point $\mathrm{a}(\mathrm{x})$ is the weighted average

$$
\begin{equation*}
a(x)=\frac{\sum_{i=1}^{N} \theta\left(\left\|x-p_{i}\right\|\right) p_{i}}{\sum_{i=1}^{N} \theta\left(\left\|x-p_{i}\right\|\right)} \tag{11}
\end{equation*}
$$

and the normal $\mathrm{n}(\mathrm{x})$ is defined by weighted least squares, i.e., $\mathrm{n}(\mathrm{x})$ minimizes

$$
\begin{equation*}
\sum_{i=1}^{N}\left(n(x) \cdot\left(a(x)-p_{i}\right)\right)^{2} \theta\left(\left\|x-p_{i}\right\|\right) \tag{12}
\end{equation*}
$$

for fixed x and under the constraint $\|\mathrm{n}(\mathrm{x})\|=1$. This is exactly the smallest eigenvector of matrix $B$ with

$$
\begin{equation*}
b_{i j}=\sum_{k=1}^{N} \theta\left(\left\|x-p_{k}\right\|\right)\left(p_{k_{i}}-a(x)_{i}\right)\left(p_{k_{j}}-a(x)_{j}\right) \tag{13}
\end{equation*}
$$

In the following, we will use the kernel

$$
\begin{equation*}
\theta(d)=e^{-d^{2} / h^{2}} \tag{14}
\end{equation*}
$$

where the global parameter $h$ (called bandwidth) allows us to tune the decay of the influence of the points, which is theoretically unbounded. It should be chosen such that no holes appear, yet details are preserved.

In practice, we consider a point $p_{i}$ only if $\theta\left(\left\|x-p_{i}\right\|\right)>\theta_{\varepsilon}$, which defines a horizon of influence for each $p_{i}$. However, now there are regions in $\mathbb{R}^{3}$ where only a small number of $p_{i}$ are taken into account for computing $\mathrm{a}(\mathrm{x})$ and $\mathrm{n}(\mathrm{x})$. We amend this by dismissing points x for which the number c of $\mathrm{p}_{\mathrm{i}}$ taken into account would be too small.Note that c and $\theta_{\varepsilon}$ are independent parameters. (We remark here that [1] proposed an amendment, too, although differently specified and differently motivated.)

Overall, the surface $S$ is defined as the constrained zero-set of $f$, i.e.,

$$
\begin{equation*}
S=\left\{x \mid f(x)=0, \#\left\{p \in P:\|p-x\|<r_{\varepsilon}\right\}>c\right\} \tag{15}
\end{equation*}
$$

where Equ. 14 implies $\mathrm{r}_{\varepsilon}=h \cdot \sqrt{\left|\log \theta_{\varepsilon}\right|}$.
We approximate the distance of a point $x$ to the surface $S$ by $f(x)$. Because we limit the region of influence of points, we need to consider only the points inside a BV A plus the points within the $\mathrm{r}_{\varepsilon^{-}}$border around $A$, if $x \in A$.

### 7.4 Point Cloud Hierarchy

In this section, we will describe a method to construct a hierarchy of point sets, organized as a tree, and a hierarchical sphere covering of the surface.

In the first step, we construct a binary tree where each leaf node is associated with a subset of the point cloud. In order to do this efficiently, we recursively split the set of points by a top-down process. We create a leaf when the number of cloud points is below a threshold. We store a suitable BV with each node to be used during the collision detection process. Since we are striving for maximum collision detection performance, we should split the set so as to minimize the volume of the child BVs [48].

Note that so far, we have only partitioned the point set and assigned the subsets to leaves.
In the second step, we construct a simplified point cloud and a sphere covering for each level of our hierarchy. Actually, we will do this such that the set of sphere centers are exactly the simplified point cloud. One of the advantages is that we need virtually no extra memory to store the simplified point cloud.

In the following, we will derive the construction of a sphere covering for one node of the hierarchy, such that the centers of the spheres are chosen from the points assigned to the leaves underneath. In order to minimize memory usage, all spheres of that node will have the same radius. (This problem bears some relationship to the general mathematical problem of thinnest sphere coverings, see [9] for instance, but here we have different constraints and goals.)

More specifically, let $A$ be the node for which the sphere covering is to be determined. Let $L_{1}, \ldots, L_{n}$ be the leaves underneath $A$. Denote by $P_{i}$ all cloud points lying in $L_{i}$ or its $r_{\varepsilon}$-border, and let $\mathrm{CH}\left(\mathrm{P}_{i}\right)$ be its convex hull. Let $P_{A}=\bigcup P_{i}$.

For the moment, assume that the surface in $A$ does not have borders (such as intentional holes). Then

$$
\forall x \in L_{i}: a(x) \in C H\left(P_{i}\right) .
$$

Therefore, if $x \in A$ and $f(x)=0$, then $x$ must be in $H=\bigcup_{i} C H\left(P_{i}\right)$.
So instead of trying to find a sphere covering for the surface contained in A directly, our goal is to find a set $K=\left\{K_{i}\right\}$ of spheres, centered at $k_{i}$, and a common radius $r_{A}$, such that $\operatorname{Vol}(K)=\operatorname{Vol}\left(\cup K_{i}\right)$ is minimal, with the constraints that $k_{i} \in P_{A}, K$ covers $H$, and bounded size $|K| \leq c$. This problem can be solved by a fast randomized algorithm, which does not even need an explicit representation of the convex hulls (see below).

Our algorithm first tries to determine a "good" sample $P_{A}^{\prime} \subset P_{A}$ as sphere centers $k_{i}$, and then computes an appropriate $r_{A}$. In both stages, the basic operation is the construction of a random point within the convex hull of a set of points, which is trivial.


Fig. 17. Using the BVs and sphere coverings stored for each node, we can quickly exclude intersections of parts of the surfaces.


Fig. 18. Using the sample of two nodes and their $r$ neighborhoods, we can efficiently determine whether or not an intersection among the two nodes is likely.

The idea is to choose sample points $\mathrm{k}_{\mathrm{i}} \in \mathrm{P}_{\mathrm{A}}$ in the interior of H so that the distances between them are of the same order. Then, a sphere covering using the $k_{i}$ should be fairly tight and thin.

We choose a random point $q$ lying in $B V A$; then, we find the closest point $p \in P_{A}$ (this is equivalent to randomly choosing a Voronoi cell of $P_{A}$ with probability depending on its size); finally, we add $p$ to the set $P_{A}^{\prime}$. We repeat this random process until $P_{A}^{\prime}$ contains the desired number of sample points. In order to obtain more evenly distributed $\mathrm{k}_{\mathrm{i}}$ 's, and thus a better $\mathrm{P}_{\mathrm{A}}^{\prime}$, we can use quasi-random number sequences.

Since we want to prefer random points in the interior over points close to the border of H , we compute $q$ as the weighted average of all points $P_{i}$ of a randomly chosen $L_{i}$.

Conceptually, we could construct the Voronoi diagram of the $k_{i}$, intersect that with $H=\bigcup_{i} \mathrm{CH}\left(\mathrm{P}_{i}\right)$, determine the radius for the remainder of each Voronoi cell, and then take the maximum. Since the construction of the Voronoi diagram in 3D takes $O\left(n^{2}\right)(n=$ number of sites) [10], we propose a method similar to Monte-Carlo integration as follows.

Initialize $r_{A}$ with 0 . Generate randomly and independently test points $q \in H$. If $q \notin K$, then determine the minimal distance $d$ of $q$ to $P_{A^{\prime}}^{\prime}$ and set $r_{A}=d$. Repeat this process until a sufficient number of test points has been found to be in $K$.

In other words, we continuously estimate

$$
\begin{equation*}
\frac{\operatorname{Vol}(\mathrm{K} \cap \mathrm{H})}{\operatorname{Vol}(\mathrm{H})} \approx \frac{\# \text { points } \in \mathrm{K} \cap \mathrm{H}}{\# \text { points } \in \mathrm{H}} \tag{16}
\end{equation*}
$$

and increase $r_{A}$ whenever we find that this fraction is less than 1 . In order to improve this estimate, we can apply kind of a stratified sampling: when $q \notin K$ was found, we choose the next $r$ test points in the neighborhood of q (for instance, by a uniform distribution confined to a box around q ).


Fig. 19. In order to efficiently estimate the distance between the surfaces contained in a pair of leaves, we generate a number of random test points (left) and estimate their distance from $A$ and $B$ (right).

### 7.5 Simultaneous Traversal of Point Cloud Hierarchies

In this section we will explain the details of the algorithm that determines an intersection, given two point hierarchies as constructed above.

Utilizing the sphere coverings of each node, we can quickly eliminate the possibility of an intersection of parts of the surface (see Fig. 17). Note that we do not need to test all pairs of spheres. Instead, we use the BVs of each node to eliminate spheres that are outside the BV of the other node.

As mentioned above, we strive for a time-critical algorithm. Therefore, we need a way to estimate the likelihood of a collision between two inner nodes A and B, which can guide our algorithm shown in Fig. 16.

Assume for the moment that the sample points in $A$ and $B$ describe closed manifold surfaces $f_{A}=0$ and $f_{B}=0$, resp. Then, we could be certain that there is an intersection between $A$ and $B$, if we would find two points on $f_{A}$ that are on different sides of $f_{B}$.

Here, we can achieve only a heuristic. Assuming that the points $P_{A}^{\prime}$ are close to the surface, and that $f_{B}^{\prime}$ is close to $f_{B}$, we look for two points $p_{1}, p_{2} \in P_{A}^{\prime}$ such that $f_{B}^{\prime}\left(p_{1}\right)<0<f_{B}^{\prime}\left(p_{2}\right)$ (Fig. 18).

In order to improve this heuristic, we consider only test points $p \in P_{A}^{\prime}$ that are outside the $r_{B}$ neighborhood around $f_{B}$, because this decreases the probability that the sign of $f_{B}\left(p_{1}\right)$ and $f_{B}\left(p_{2}\right)$ is equal.

Overall, we estimate the likelihood of an intersection proportional to the number of points on both sides.

This argument holds only, of course, if the normal $\mathrm{n}_{\mathrm{B}}(\mathrm{x})$ in Equation 10 does not "change sides" within a BV B.

When the traversal has reached two leaf nodes, $A$ and $B$, we would like to find a test point $p$ such that $f_{A}(p)=f_{B}(p)=0$ (where $f_{A}$ and $f_{B}$ are defined over $P_{A}$ and $P_{B}$, resp.).

In practice, such a point cannot be found in a reasonable amount of time, so we generate randomly and independently a constant number of test points $p$ lying in the sphere covering of object $A$ (see left of Fig. 19). Then we take

$$
\begin{equation*}
\mathrm{d}_{\mathrm{AB}} \approx \min _{\mathrm{p}}\left\{\left|\mathrm{f}_{\mathrm{A}}(\mathrm{p})\right|+\left|\mathrm{f}_{\mathrm{B}}(\mathrm{p})\right|\right\} \tag{17}
\end{equation*}
$$



Fig. 20. Left: timings for different objects. Right: differences to polygonal collision detection of the objects; note that the polygonal models are not a tessellation of the true implicit surface, but just a tessellation of the point cloud. The results for the teddy are very similar to that of the sharan, and are therefore omitted.


Fig. 21. Some of the models of our test suite, by courtesy of (left to right): Polygon Technology Ltd, Stanford, Volkswagen. The two artificial models (spheres and grid) show that our approach works well with non-closed geometry, too. The numbers are the sizes of the respective point clouds.
as an estimate of the distance of the two surfaces (see right of Fig. 19).

### 7.6 Results

We implemented our algorithm in C++. As of yet, the implementation is not fully optimized. In the following, all results have been obtained on a 2.8 GHz Pentium-IV with 1 GB main memory.

For timing the performance and measuring the quality of our algorithm, we have used a set of objects (see Figure 21), most of them with varying complexities (with respect to the number of points). Benchmarking is performed by the procedure proposed in [48], which computes average collision detection times for a range of distances between two identical objects.

Each plot in Figure 20 shows the average runtime for a model of our test suite, which is in the range $0.5-2.5$ millisec. This makes our new algorithm suitable for real-time applications, and, in particular, physically-based simulation in interactive applications.

## 8 Conclusion

In this paper, we have reviewed some of our work in the area of collision detection.
We have proposed a hierarchical BV data structure, the restricted BoxTree, that needs arguably the least possible amount of memory among all other BV trees while performing about as fast as DOP trees. We have also proposed a better theoretical foundation for the heuristic that guides the construction algorithm's splitting procedure. The basic idea can be applied to all BV hierarchies.

We have presented a method for interference detection using programmable graphics hardware. Unlike previous GPU-based approaches, it performs all calculations in object-space rather than image-space, and it imposes no requirements on shape, topology, or connectivity of the polygonal input models.

We have also presented a general method to turn a conventional hierarchical collision detection algorithm into one that uses probability estimations to decrease the quality of collision detection in a controlled way. Thus, using this method, any hierarchical collision detection algorithm can be made time-critical, i.e., it computes the best answer possible within a given time budget.

And, finally, we have presented our approach to collision detection of point clouds, which is, to the best of our knowledge, still the only one. It works even for non-closed surfaces, and it works directly on the point cloud (and the implicit function defined by that), i.e., there is no polygonal reconstruction.
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[^0]:    ${ }^{1}$ For all nodes, one side was excluded in this calculation, which was the side where the construction performed the split.

[^1]:    ${ }^{2}$ In the figure, we have chosen the lower left corner of $B$ as its anchor point, but this is arbitrary, of course, because the Minkowski sum is invariant under translation.

[^2]:    ${ }^{3}$ Analogously to rendering, a number of human factors determine whether or not the "incorrectness" of a simulation will be noticed, such as the mental load of the viewing person, cluttering of the scene, occlusions, velocity of the objects and the viewpoint, point of attention, etc.

[^3]:    ${ }^{4}$ Explanation: Let us assume, the $w$ red balls have already been thrown into the $u$ bins. Now, the question is: what is the probability that t of the $v$ blue balls are thrown into bins containing a red ball? $\binom{u}{v}$ is the number of possibilities to distribute the $v$ blue balls to the $u$ bins. The number of possibilities that $t$ of the $v$ blue balls are distributed to bins already filled with a red ball is $\binom{w}{t}$. And the remaining $v-\mathrm{t}$ blue balls have to be distributed simultaneously to the $u-w$ empty bins.

