Quality Assessment for Requirements based on Natural Language Processing
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Abstract—Recently, many approaches for automatic information extraction from technical specifications in the area of electronic design automation have been proposed. For this purpose, techniques from natural language processing are used. In order to lower the bars for designers and customers, some approaches do not intend to restrict the natural language that is used to describe the specifications. However, ambiguity and vagueness in the language often cause wrong or bad results obtained from the algorithms. This work describes preliminary ideas for automatic approaches that assist in writing the specification and aim at increasing the quality of the text. Besides improved comprehensibility, better written specifications will also enhance the quality of the automatic extraction approaches in subsequent steps of the design flow.

I. INTRODUCTION

The quality of requirements in textual specification documents has a significant impact on the final product. Requirements of a low quality can lead to misunderstandings and therefore to errors in the design flow that are usually difficult to detect or detected too late. Consequently, deadlines must be postponed which results in an overall higher cost of production. Furthermore, badly written requirements also impede the application of automatic methods for requirement formalization. In this paper, we present two approaches that check the quality of requirements, the first one is based on static syntactic and semantic analysis whereas the second one is based on requirement guidelines.

The first approach makes use of syntactic and semantic properties of the sentence. Basis for the quality measure are e.g. the possible interpretations of a sentence which corresponds to the parses of a sentence and the possible meanings of a word in a sentence which can be determined using dictionaries such as WordNet [1].

The second approach considers requirement guidelines of which several exist and aid designers in writing good requirements. These guidelines are either provided globally to a large audience e.g. by means of books or they are used internally as an agreement between employees of a company. Typical examples for rules defined in such guidelines are the avoidance of imprecise words such as “should” or “could”, adjectives such as “high”, “robust”, or “low enough”, or the use of passive verb forms. If many of those rules have been defined, it becomes cumbersome to manually check whether all of them are followed. We present algorithms based on natural language processing techniques that for a given requirement can automatically determine whether a rule has been violated.

Besides leading to more comprehensive specifications, the proposed algorithms are also of significant interest to information extraction algorithms that have recently been proposed in the field of electronic design automation [2], [3], [4]. Algorithms for checking the quality of requirements have been proposed in the past. As one example, NASA developed the tool “Requirements Assistant” for internal requirements quality assurance [5]. It helps to ensure that natural language requirements are complete, consistent, feasible, and unambiguous. Similar tools have been presented in [6], [7], however, none of them are freely available. Other related work has also previously discussed metrics to determine the linguistic quality of texts, sentences, and words [8], [9].

Our algorithms are implemented using techniques from Natural Language Processing (NLP). To evaluate our approach we collected and manually annotated requirements that are used in industrial specifications.

II. PRELIMINARIES

This section describes the NLP techniques that are used for the implementation of the proposed algorithms. A good overview on NLP techniques can be found in (e.g. [10], [11]).

A. Phrase Structure Trees

A Phrase Structure Tree (PST) is a tree containing structural information about a sentence. The root node represents the whole sentence. The non-terminal nodes represent the syntactic grammar structure in terms of constituents, while the terminal nodes are the atomic words of the sentence. The analysis of the sentence and annotation into a PST is performed by structural parsers such as the one contained in the Stanford CoreNLP natural language processing toolkit [12].

Due to ambiguities of natural language, there are in fact many possible PSTs for one given sentence. How the PSTs are generated depends on the structural grammar the parser uses. The parser of our choice uses a Probabilistic Context-Free Grammar (PCFG, [10]) as back-end grammar for the parse tree computation. Any possible PST of a sentence is assigned a score indicating the probability to be the correct parse. The
PST with the highest PCFG score is the one which is most likely to be correct.

Example 1: A phrase structure tree for the sentence “The system is reset at start-up.” is depicted in Fig. 1(a).

B. Dependency Graphs

In order to represent dependencies between individual words, NLP techniques make use of dependency parses [13]. For this purpose, binary relations describing syntax and semantic are extracted from a sentence. A dependency is given as $r(g, d)$ with a relation $r$, a governor $g$, and a dependent $d$. As an example the relation $nsubj$ binds a verb to its subject. Other relations are $nn$ that groups compound nouns or $det$ that assigns a noun to its determiner. In [13], altogether 48 relations have been arranged in a grammatical relation hierarchy. Given a sentence $s$, a dependency graph is an edge-labeled directed graph in which vertices represent words of $s$. There is an edge $g \rightarrow d$ between two different words $g$ and $d$ if and only if $r(g, d)$ is a dependency in $s$.

Example 2: The dependency graph for the sentence “The system is reset at start-up.” is depicted in Fig. 1(b).

C. WordNet

WordNet [1], developed by linguists and computer scientists at Princeton University, is a large lexical database of English that is designed for use under program control. It groups nouns, verbs, adjectives, and adverbs into sets of cognitive synonyms called synsets, each representing a lexicalized concept. Each word in the database can have several senses that describe different meanings of the word. In total, WordNet consists of more than 90,000 different word senses, and more than 166,000 pairs that connect different senses with a semantic meaning.

Further, each sense is assigned a short description text which makes the precise meaning of the word in that context obvious. Frequency counts provide an indication of how often the word is used in common practice. The database does not only distinguish between the word forms noun, verb, adjective, and adverb, but further categorizes each word into sub-domains. Those categories are e.g. artifact, person, or quantity for a noun.

III. Static Sentence Analysis

This section describes a static algorithm, which determines a single quality measure to a given sentence. For this purpose, we make use of established syntactic and semantic analysis methods from NLP. More precisely, we are trying to solve the following problem:

**Problem 1 (Sentence quality):** Given an English sentence, the sentence quality problem asks to determine a quality measure indicating whether the sentence is good, medium, or bad in terms of comprehension.

The approach is not domain-specific and is designed to handle any English sentence. The syntactic and semantic quality measures of a sentence are determined separately. Therefore, first both computations are briefly described. Subsequently, the outcome is consolidated into a single value indicating the overall quality of the input sentence.

A. Syntactic Quality

In this work the syntactic quality of a sentence is considered directly ambivalent to the number of structural ambiguities. Therefore, the smaller the number of structural ambiguities is, the better is the syntactic quality. There are lots of ways to analyze the structure of a sentence. The basic underlying data structure for the computations are phrase structure trees. As a basis for the computation of the syntactic ambiguities we use the PST with the highest PCFG score and compare the structural differences to the next best 100 parses. Based on these PSTs, the computation of the syntactic quality is computed by the following steps:

1) *Isomorphic subtrees:* The most likely parse tree is compared to each of the next best 100 parse trees. The algorithm computes the difference of any parse tree to the best parse tree in terms of its subtrees. The average of these subtree matchings over all 100 next best parses referred to as *Isomorphic Subtree Ratio (ISR)* and can be assigned a value between 0 and 1. The lower this ratio is, the more structural ambiguities the sentence contains. This is the main indicator for syntactic quality.

2) *Sentence length penalty:* The longer a sentence, the more likely it is that there are less structural ambiguities. Therefore, in a last step the syntactic quality, computed over the ISR and the score, is decreased afterwards by a value according to the amount of words in the sentence.

B. Semantic Quality

The semantic quality of a sentence is determined by its amount of semantic ambiguities. WordNet is used to determine these. We consider a word ambiguous if it has more than one synset in the WordNet dictionary. The computation of the semantic quality is simple enough for an exact description. It is done in the following way:

Let $n$ be the number of nonambiguous words and $m$ the number of ambiguous words of a given sentence. Then, $a = n/(n + m)$ describes the distinct portion and $b = m/(n + m)$ the ambiguous portion of the sentence. Note that $a + b = 1,$
and therefore the sentence is free of ambiguities if $a = 1$. In order to formalize a semantic quality measure we further want to take the number of meanings for each ambiguous word into account. Let $k_i$ be the number of different synsets of the $i$-th ambiguous word, then the basic semantic quality is given by the formula

$$q_{sem} = a + b \cdot \frac{m}{\sum_{i=1}^{m} k_i}. \quad (1)$$

After the computation over ambiguous words, we need to consider compounds, which are usually nominal compounds such as “header file”. If a compound is detected, so if any word chain in the ambiguous portion of the sentence has at least one meaning in WordNet, the semantic quality is modified. The sum of the meanings of every single word in the compound is simply subtracted from the overall sum of meanings and then replaced by the number of meanings of the compound covering these words. Therefore, detecting nominal compounds in a sentence usually reduces the overall number of ambiguities and thus increases the semantic quality.

C. Experimental Evaluation

Experiments showed that a 40:60 ratio of syntax to semantics seems to be a good general configuration for the overall sentence quality of the algorithm. To be able to compare the result to a human’s subjective opinion, the measured sentence quality is transferred into an according quality predicate **good**, **medium**, or **bad**. We applied the algorithm to a test set of requirements that have been extracted from various specifications [14], [15], [16]. The test set contains 103 different requirements given by a total of 122 sentences. For comparison the requirements were split into their single sentences. Table I provides a comparison of the quality evaluation of the algorithm and a subjective opinion. Note that in average the algorithm assigned a better quality predicate than the subjective opinion.

<table>
<thead>
<tr>
<th>Quality predicate</th>
<th>Algo. Subj. Matches</th>
<th>Misses</th>
<th>Misses</th>
<th>Matching percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>good</td>
<td>32</td>
<td>29</td>
<td>8</td>
<td>62.5 %</td>
</tr>
<tr>
<td>medium</td>
<td>53</td>
<td>29</td>
<td>24</td>
<td>54.7 %</td>
</tr>
<tr>
<td>bad</td>
<td>37</td>
<td>31</td>
<td>4</td>
<td>65.6 %</td>
</tr>
<tr>
<td>total</td>
<td>122</td>
<td>80</td>
<td>36</td>
<td>65.6 %</td>
</tr>
</tbody>
</table>

IV. GUIDELINE VALIDATION

Several guidelines exist which aid designers in writing good requirements. These guidelines are either provided globally to a large audience e.g. by means of books or they are used internally as an agreement between employees of a company and their customers. We aim at providing solutions to the following problem:

**Problem 2 (Guideline checking):** Given a set of rules from guidelines how to write requirements and a natural language requirement $R$, the guideline checking problem asks whether $R$ adheres to the rules.

We propose to solve the problem using natural language processing techniques. For our experimental evaluation we have composed a set of such rules that we extracted from several guideline documents [17], [18], [19]:

**R1.** Define one requirement at a time.

**R2.** Avoid conjunctions (and, or, with, also) that make multiple requirements.

**R3.** Use simple direct sentences.

**R4.** Each requirement must contain a subject and a predicate.

**R5.** Avoid let-out clauses (unless, except, if necessary, but, when, unless, although).

**R6.** Avoid expressing suggestions or possibilities (might, may, could, ought, should, could, perhaps, probably).

**R7.** Avoid weak phrases and undefined terms (adequate, as a minimum, as applicable, easy, as appropriate, be able to, be capable, but not limited to, capability of, capability to, effective, if practical, normal, provide for, timely, tb, user-friendly, versatile, robust, approximately, minimal impact, etc., and so on, flexible, to the maximum extent, as much as possible, minimal impact, in one whack, different, various, many, some of, diverse).

**R8.** Do not speculate (usually, generally, often, normally, typically).

**R9.** Avoid wishful thinking (100% reliable, safe, handle all failures, fully upgradeable, run on all platforms).

**R10.** Define verifiable criteria.

We have taken the rules as they were written in the original documents. It is debatable whether all these rules make sense in each context, but it can clearly be seen, that most of the rules were not postulated with having automatic approaches in mind. As an example rule R10 “Define verifiable criteria.” is very difficult to be checked automatically.

In order to handle this vagueness, the decision of the algorithms is given in terms of a tri-state value. This value distinguishes the cases of whether a rule is clearly violated or not, or whether no confident result could be computed.

Consider e.g. R3 “Use simple direct sentences.” One heuristic to use is to check for active and passive voice in sentence.
If the sentence is given in passive voice, we can determine that the rule has been violated. Note that the contrary is not necessarily true. By making use of typed dependencies it can easily be checked whether a sentence is given in active or passive voice, since different relations are found in the corresponding typed dependency graphs. While the subject is indicated as the dependent of an ‘nsubj’ relation in a sentence in active voice, the relation will be ‘nsubjpass’ when using passive voice (cf. Fig. 2). But it cannot only be checked rather easy whether the rule is violated by inspecting if such dependency relations occur in the sentence; passive sentences can also be translated automatically using NLP techniques.\(^1\)

A. Experimental Evaluation

The proposed approach has been implemented in Scala based on the Stanford CoreNLP library. We evaluated our approach using the same set of requirements as for the static approach in the previous section and manually annotated them according to the given rules. The manual annotations were then compared to the results of the classifier.

Table II summarizes the obtained results for the conducted experiments. The first column gives the rules as defined in this section. In the following columns, the respective annotations for the manual classification (Manual Class.), the results for the automated classification (Auto. Class.), and the concluded results for the classifier evaluation are presented. T, F, SA, TP, FP, TN, and FN refer to the number of true annotated, false annotated, same annotated, true positives, false positives, true negatives, and false negatives, respectively. The last column represents the accuracy (Acc.) computed by:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN} \times 100\%.
\]

The accuracy of each rule (except R1) is higher than 80% and reaches 99% and 100% for R8 and R9, respectively. Our rule based tool has a significant performance in general since it has an average accuracy of 86.43%.

V. CONCLUSIONS

We have presented two automatic approaches that assist the designer in writing better requirements in specifications by (i) checking syntactic and semantic properties of the requirement, and (ii) validating the requirement with respect to rules from a guideline specification. For a selected set of typical rules it has been shown that our methods work effectively. For future work a thorough case study should further evaluate the practicability of our approaches. Also, it should be investigated which rules are suitable for automatic fixing.
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