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Abstract—The Error Bounded Exact BDD Minimization (EBEBM) problem arises in approximate computing when one is trying to find a functional approximation with a minimal representation in terms of BDD size for a single output function with respect to a given error bound. In this paper we present an exact algorithm for EEBBM. This algorithm constructs a BDD representing all functions, which meet the restrictions induced by the given error bound. From this BDD we can derive an optimal solution.

We compute the exact solutions for all functions with up to 4 variables and varying error bounds. Based on the results we demonstrate the benefit of our approach for evaluating the quality of heuristic approximation algorithms.

I. INTRODUCTION

Approximate computing refers to a class of problems, which relax the requirements between the specification and its implementation \(^\dagger\). The practical motivation for approximate computing arises due to the growing number of applications being inherently error resilient, such as media processing, recognition, and data mining. These applications usually don’t require exact results, either due to limitations of human senses, because a golden solution does not exist (such as web search, etc.) or because an approximate solution is good enough \(^2\), \(^3\).

There are different approaches to design approximate circuits. One approach is to make use of voltage over-scaling or over-clocking which induces timing errors (see \(^4\), \(^5\) as examples). Another approach is to approximate a given function by substituting the function with a similar other function, which is more cost effective in the number of gates or the critical path length. Examples can be found in \(^6\), \(^7\), \(^8\), \(^11\), \(^9\). This paper focuses on the latter approach of functional approximation.

Binary Decision Diagrams (BDDs) have become a widely used data structure for the representation of Boolean functions since Bryant introduced efficient algorithms for their construction and manipulation \(^10\). Among many different areas BDDs have also been studied in logic synthesis, since they allow to combine aspects of circuit synthesis and technology mapping. There has been a renewed interest in multiplexor-based design styles (e.g., \(^11\)), since multiplexor nodes can often be realized at very low cost (e.g., Pass Transistor Logic (PTL)). In addition, layout aspects can be considered during the synthesis step which allows to guarantee high design quality (see e.g. \(^12\), \(^13\)). In this context, circuits derived from BDDs often result in smaller netlists. Recently, the application of BDDs for approximate computing has been investigated in \(^6\), \(^8\), but with the focus on exact error metric computation.

The size of the BDD representation of a Boolean function can be directly mapped to the complexity of its hardware implementation (see for example \(^14\), \(^15\), \(^16\)). Since the BDD representation is canonical \(^10\), there are no degrees of freedom left to reduce the size of the corresponding BDD, once the function and the variable ordering of the BDD are fixed.

In this paper we relax the “exact requirements” for a Boolean function during the BDD construction in such a way, that we allow a given number \(e\) of output bits to differ from the given function specification \(f\). In doing so we aim to find the smallest BDD representing \(f\) with at most \(e\) output deviations. We call this problem Error Bounded Exact BDD Minimization (EBEBM). We present an exact algorithm to solve EEBBM in this paper. Solving EEBBM for a given function \(f\) allows us to substitute \(f\) by another function \(\hat{f}\) with a (potentially much) smaller BDD representation. As a consequence a more compact circuit can be created using \(\hat{f}\) instead of \(f\).

Since EEBBM determines the smallest BDD and exact BDD minimization for the classical case is know to be NP-complete, one can not expect an algorithm which scales to large functions. However, computing exact results allows to evaluate the quality of heuristic synthesis algorithms. Besides the exact algorithm devised, we demonstrate this in the experimental results of this paper.

In summary, the main contributions of this paper are:

1) Definition of the EEBBM problem
2) Presentation of a BDD-based exact algorithm for EEBBM
3) Demonstration of the effectiveness of the exact algorithm by comparing it to a naive enumeration approach
4) Quality evaluation for heuristics using exact results

The remainder of the paper is structured as follows: At first the related work concerning BDDs and approximate computing is discussed in Section \(^\dagger\). We present the preliminaries on BDDs in Section \([^\dagger\)]\) and give some brief basic definitions.
applicable in approximate computing. Section IV includes the definition of the EBEBM problem and the BDD-based algorithm to find an exact solution. The experimental results are presented in Section V. This section includes the comparison to the naive approach as well as the quality evaluation for heuristics. Finally, Section VI concludes the paper.

II. RELATED WORK

From a general perspective most closely related to the considered problem of this paper is the minimization of incompletely specified functions. The idea is that for some values $x$ one does not care whether $f(x) = 1$ or $f(x) = 0$. Incompletely specified functions can be represented by a Boolean function $f$ and a Boolean function $g$, called the don’t care set, such that $f(x)$ is a don’t care value if $g(x) = 0$. The minimization problem is to find a function $\hat{f}$, called cover, whose BDD representation has a small number of nodes, referred to as $B(f)$, such that $f(x) \land g(x) \leq f(x) \leq f(x) \lor g(x)$ for all $x$. Putting simply, $\hat{f}(x)$ must agree with $f(x)$ whenever $x$ satisfies $g(x) = 1$, but we don’t care what value $f(x)$ assumes when $g(x) = 0$.

The associated decision problem is called Exact BDD Minimization (EBM) and asks for a given function $f$, a don’t care set $g$, and a size bound $b$, whether there exists a function $\hat{f}$ as in the above equation such that $B(\hat{f}) \leq b$. EBM has been thoroughly examined in many papers. The authors of [17] have proven the NP-completeness. Different approaches have been proposed to solve it. The authors of [18] proposed an implicit approach to find an exact solution. An example for one of the existing heuristics can be found in [19].

In the context of approximate computing different (general) synthesis approaches have been proposed. The methodology of [20] maps the problem of approximate synthesis into a classical logic synthesis problem. Consequently, the capabilities of existing synthesis tools can be fully utilized for approximate logic synthesis. In [21] a two-level synthesis approach is described which aims at minimizing circuit area for a given error rate threshold. The approach has been extended for multi-level synthesis in [22]. Both approaches aim at minimizing circuit area by respecting a given rate significance threshold, which is a composite metric based on worst-case error and error rate. The core algorithm is based on automatic test pattern generation methods and relaxes the definition of a redundant fault to minimize circuit area. The authors of [23] have proposed an algorithm for safe over- and underapproximation in the context of verification. The exact problem has not been addressed.

As mentioned in the introduction already, recently two approaches using BDDs in approximate computing have been proposed. In [8] BDDs have been utilized to analyze the exact error rate of imprecise adders. The authors of [9] employed BDDs to solve the Approximate BDD Minimization (ABM) problem, which aims at finding a cover with respect to a given error metric and a given BDD size bound. They have also introduced how to compute several error metrics for multi output functions using BDDs. However, neither the exact minimization problem nor an exact algorithm has been considered.

III. PRELIMINARIES

A. Binary Decision Diagrams

Since Bryant introduced efficient algorithms for the construction and manipulation of BDDs in [10], they have become a state-of-the-art data structure in verification and logic synthesis.

A BDD is a graph-based canonical representation of a Boolean function $f : \mathbb{B}^n \rightarrow \mathbb{B}$ that is based on the Shannon decomposition $f = x_i f_{x_i} + \overline{x_i} f_{\overline{x_i}}$ ($1 \leq i \leq n$). Applying this decomposition recursively allows dividing the function into many smaller sub-functions. Solid and dashed lines in BDDs refer to the high and low successor of a node respectively. BDDs are ordered in a sense that the Shannon decomposition is applied with respect to a given variable ordering.

The size of the BDD depends on the variable ordering and many heuristics have been proposed for its optimization. We will only consider a fixed variable ordering throughout this paper and we assume that this is the natural one $x_1 < x_2 < \ldots < x_n$ unless specified otherwise. Recall, we denote the size of the BDD of a function $f$ by $B(f)$.

B. Error Metrics in Approximate Computing

Before we can define the considered error metric, we provide some basic definitions. We define the ON- and the OFF-set of a function $f$ as follows: The ON-set $ON(f)$ denotes the set of all input-vectors $x$ for which $f(x) = 1$. The OFF-set $OFF(f)$ denotes the set of all input-vectors $x$ for which $f(x) = 0$. By $|ON(f)|$ we mean the size of the ON-set of $f$ and by $|OFF(f)|$ the size of the corresponding OFF-set.

The error-rate of an approximation $\hat{f}$ for a given function $f$ is defined as

$$er \left(f, \hat{f}\right) = \frac{\sum_{x \in \mathbb{B}^n} \left[ \hat{f}(x) \neq f(x) \right]}{2^n},$$

i.e. the ratio of the errors observed in the output value as a result of approximation to the total number of input combinations.

Please note in literature also other error metrics are considered (for instance worst-case error, average-case error). However, these metrics are not in the focus of this paper.

IV. ERROR BOUNDED EXACT BDD MINIMIZATION

In this section we formulate the EBEBM problem and introduce an algorithm for finding an exact solution. The core idea of the proposed exact algorithm is to reduce the EBEBM problem itself to the construction of a BDD from which we can extract the exact solution.
A. EEBBM Problem Formulation

Error Bounded Exact BDD Minimization (EEBBM) aims at finding a Boolean function \( \hat{f} \), called cover, for a given Boolean single output function \( f : \mathbb{B}^n \rightarrow \mathbb{B} \) and an error bound \( e \), such that \( B(\hat{f}) \) is minimal and there exist at most \( k \) input combinations \( X_i, j = 1 \ldots k, i_j \in \{1, \ldots, 2^n\}, k \leq e \) for which \( \hat{f}(X_i) \neq f(X_i) \).

A necessary condition for a function \( \hat{f} \) to be a solution to the EEBBM problem is to fulfill the equation

\[
err(\hat{f}, f) \leq \frac{e}{2^n},
\]

where \( n \) is the number of inputs for \( f \).

The problem is trivial, if \( e \geq |ON(f)| \) or \( e \geq |OFF(f)| \). In this case the result is the constant zero- or one-function respectively. We will only consider the non trivial case from here on. We handle it as follows:

Let \( f : \mathbb{B}^n \rightarrow \mathbb{B} \). There are \( 2^n \) possible input combinations to \( f \). Let \( X_i \in \mathbb{B}^n, i = 1 \ldots 2^n \) denote a possible input combination. Let \( Y \in \mathbb{B}^{2^n} \) and \( y_i \) be the \( i \)th entry of \( Y \). We can then define a function \( \phi : \mathbb{B}^{2^n} \times \mathbb{B}^n \rightarrow \mathbb{B} \) for a fixed \( Y \) as

\[
\phi(Y; X_i) = \begin{cases} 
  f(X_i), & y_i = 0 \\
  \overline{f(X_i)}, & y_i = 1
\end{cases}, \quad i = 1 \ldots 2^n.\tag{2}
\]

The circuit representing \( \phi \) is depicted in Fig. 1. One can see, that \( y_i \) encodes whether \( \phi(Y; X_i) \) equals \( f(X_i) \) or the inversion of \( f(X_i) \). Thus the number of input combinations for which \( \phi \neq f \) is equal to the number of ones in \( Y \).

This leads to the additional condition

\[
\sum_{i=1}^{2^n} y_i \leq e. \tag{3}
\]

Input vectors \( Y \) for which Eq. 3 holds will be called valid.

It is important to note that whenever an input vector \( Y \) fulfills Eq. 3, \( \phi \) also fulfills Eq. 1. This is caused by the fact that

\[
\sum_{i=1}^{2^n} y_i = \sum_{i=1}^{2^n} |\phi(Y; X_i) \neq f(X_i)|, \tag{4}
\]

since

\[y_i = 1 \Leftrightarrow \phi(Y; X_i) \neq f(X_i), \quad \forall i\]
due to the definition of \( \phi \) (see Eq. 2). Substituting the left hand term of Eq. 3 by the right hand term of Eq. 4 and dividing it by \( 2^n \) leads to the proposition.

In the next section we describe how to reduce this general problem formulation itself to a BDD problem, i.e. we use a BDD to represent valid solutions to \( \phi \) for a concrete given function \( f \) and an error bound \( e \). Note that this BDD represents all possible approximations \( \hat{f} \) for \( f \) with at most \( e \) output deviations. The best one can be extracted from it.

B. EEBBM as BDD

We can now define how to create a BDD representing Eq. 2 with respect to Eq. 3. Setting \( (y_1, \ldots, y_{2^n}, x_1, \ldots, x_n) =: \sigma \), we define a function \( F(\sigma) \):

\[
F(\sigma) = \begin{cases} 
  \phi(Y; x), & Y \text{ is valid} \\
  0, & \text{otherwise}
\end{cases} .
\]

The BDD of \( F(\sigma) \) contains the BDDs of \( \phi(y; x) \) with all valid combinations of \( Y \) as sub-graphs (according to Eq. 3). Due to the chosen variable order where the variables \( Y \), which control the output deviations, are the top-variables, we can extract the BDD of \( \phi \) with a valid combination of \( Y \) by simply traversing the BDD of \( F \) for \( 2^n \) levels downwards while taking no more than \( e \) high-branches. This limits the maximum number of input combinations for which the resulting function \( \phi \) differs from \( f \) to at most \( e \). The remaining sub-graph is the BDD, which represents \( \phi \) with a valid combination of \( Y \).

We can easily find the BDD for a minimal cover \( \hat{f} \), by comparing all sub-graphs and picking one with the smallest size.

An example is depicted in Fig. 2. Fig. 2(a) shows the BDD of \( f(x) = x_1 \cdot x_2 + x_1 \cdot x_2 \).

Fig. 2(b) shows \( F(\sigma) \) for \( e = 1 \). We give a description of several paths shown in this figure for clarity:

\[y_1 = 1 \rightarrow y_2 = 1 \rightarrow 0\]

This path leads directly to zero, because Eq. 3 is violated. \( e \) is set to 1. Since \( y_1 \) and \( y_2 \) both are set to 1 by taking the first two high-branches, the sum of all \( y_i \) is at least 2. But this means at least 2 changes would be set which contradicts \( e = 1 \). Hence, the resulting function \( \phi \) is not valid and we get 0 in the BDD.

\[y_1 = 0 \rightarrow y_2 = 0 \rightarrow y_3 = 0 \rightarrow y_4 = 0 \rightarrow \phi(0, 0, 0, 0; x)\]

This path leads to the BDD of the function.
\[ f(x) = x_1 \cdot x_2 + x_1 \cdot x_2 \]

\[ \phi(0, 0, 0; x). \] Since all elements in \( Y \) are set to 0, this function equals the original function \( f. \)

\[ y_1 = 1 \rightarrow y_2 = 0 \rightarrow y_3 = 0 \rightarrow y_4 = 0 \rightarrow \phi(1, 0, 0; x) \]

This path leads to the BDD of the function \( \phi(1, 0, 0; x) \). This BDD is smaller than the BDD of \( f \) and is valid, since we only take one high-branch.

One result of our exact algorithm \( \hat{f}(x) = x_1 \cdot x_2 \) can be seen in Fig. 2(c). Note that the result is not unique. For instance, the function \( f_2(x) = x_1 \cdot x_2 \) would have also been a valid result, since its BDD has the same size as that of \( \hat{f} \) and it differs from \( f \) only for the input vector \( X = (1, 1) \).

In the following section we present the experimental results.

V. EXPERIMENTAL RESULTS

All experiments have been carried out on an Intel® Xeon® CPU E5-2630 v3 @ 2.40GHz with 64GB memory running Linux (Fedora release 22). We’ve implemented all approaches in C++ using the CUDD 3.0.0 package [24].

A. Comparison to the Naive Approach

In order to evaluate our approach, we have implemented a naive approach for comparison. This naive approach enumerates all possible don’t care sets, enumerates all possible truth tables for each don’t care set and creates the corresponding BDDs. Finally, the smallest BDD is returned.

We have executed both algorithms for all 256 functions with 3 variables and all 65536 functions with 4 variables, using the error bounds \( e = 1 \ldots 3 \) and \( e = 1 \ldots 7 \), respectively. All problems become *trivial* for higher values of \( e \).

The obtained results can be found in the Tables I and II. The total computation time, the average computation time \( at \) and the worst case computation time \( wt \) for each value of \( e \) can be found in the respective columns. The term worst case computation time refers to the longest time needed to calculate the result for a single function. The term average computation time refers to the total time needed to calculate the results of all functions divided by the number of functions.

Due to the rising number of trivial cases, the average computation time is significantly smaller than the worst case computation time for higher values of \( e \).

Because of the fact that the naive approach would check the same function more then once, if implied by different don’t care sets, our approach scales much better for large values of \( e \). This results in smaller average and worst case computation times. We reach an improvement of one order of magnitude in computation time for 4 variables at around \( e = 5 \).

The naive approach is faster, when it comes to smaller values for \( e \). This is caused by the additionally introduced variables in our algorithm. While there are not many functions, which are checked twice in the naive approach if \( e \) is small, our algorithm builds a much larger BDD. This increase in runtime is usually negligible, since the main purpose of the proposed approach is to generate benchmarks with exact results to evaluate the quality of approximation heuristics using a small number of variables. When the number of variables is small and the value for \( e \) is small, then the runtime is fast enough using either the naive approach or the proposed BDD method.

To further investigate the influence of the value of \( e \), we have chosen the function pope with 6 variables from the benchmark-suite ESPRESSO [25, 26] and compared the runtime of the algorithms for different values of \( e \). The ESPRESSO-suite, is a well known two-level minimizer. We use the first bit of the results as output. The results can be seen in Table IV. The first column denotes the values for \( e \). The second and the third column give the runtime for the naive and the BDD approach, respectively. The fourth column denotes the ratio of the runtimes of both approaches. The BDD approach is slower if we set \( e \) to 1 or 2. As soon as \( e \) reaches 3, the BDD-based approach turns out to be faster as has been observed already in the previous experiments. It is already more than twice as fast for \( e \) set to 5.

B. Evaluation of the Quality of Heuristic Approximation Approaches

We’ve developed the exact algorithm to be able to evaluate the quality of heuristics to solve the EEBEM problem.
As benchmarks we have chosen various problems from the benchmark-suite ESPRESSO. The heuristics for functional approximation proposed in [6] are used for approximation and compared to the exact algorithm. Again, we only use the first bit of the results as output. We discard the problems with incompletely specified functions, because we don’t need a don’t care set and only use the subset of functions with 8 inputs or less and no don’t cares in the first output bit. We choose \( e \) to be at most 2 for functions with 8 variables, 3 for functions with 7 variables, 4 for functions with 6 variables, 5 for functions with 5 variables and up to 7 for functions with 4 variables, unless the problem becomes trivial or no reduction is possible.

If no reduction was possible, we increase \( e \) until either a reduction takes place, we reach the time limit or the problem becomes trivial. If the problem is trivial in the first place, we reduce \( e \) until the problem is non-trivial.

We use our algorithm to calculate the exact result for each problem and report the size of the BDD and the runtime. As approximation heuristics we use the algorithms proposed in [6], i.e. we apply the rounding down, the rounding up and the rounding operators to the problem set. For each operator we increase the number of rounding levels until Eq. 1 is violated and use the result with the highest number of rounding levels not violating Eq. 1 as an approximate result. The time limit has been set to 600 seconds.

Table III contains the results. The first column denotes the name of the used circuit. The second and third column give the original size of the corresponding BDD and the number of inputs. The fourth column denotes the used value for \( e \). The next two columns give the results for our proposed exact BDD-algorithm: The CPU time needed and the size of the BDD for
the resulting function. The remaining three columns provide the BDD sizes for the mentioned heuristic approximation operators. If a heuristic was not able to find a function with a smaller BDD than the original function with respect to \( e \), then the entry for the corresponding result is -. The runtimes for the heuristics are not shown, since it is below 0.01 seconds for every problem. The results of the best heuristics in terms of BDD size for each problem are in given in bold.

It can be seen, that the heuristic algorithms failed to find a function with the smallest possible BDD representation with respect to \( e \) for the majority of problems. Here we would like to stress the importance of an exact algorithm: It is not guaranteed that a reduction in terms of BDD size is possible, if \( e \) is not large enough. Only the optimal results obtained by our approach allows to judge the quality of the heuristic. In particular in cases where the heuristic was not able to find a reduction we know based on the optimal results if a better solutions exists or no reduction is possible at all.

From the table it can be seen that the operator \textit{rounding down} succeeded to reduce the BDD size for more problems than the other two operators, but the best results in terms of BDD size were determined by the \textit{rounding} operator.

### VI. Conclusions

In this paper we have introduced the \textit{Error Bounded Exact BDD Minimization} (EBEBM) problem and presented an exact algorithm to solve it. The algorithm reduces the problem itself to the construction of a BDD which contains all possible approximations for the considered function for a given error bound. An optimal solution can be easily extracted.

The evaluation of the experiments has shown, that our approach is more effective than the naive approach. It scales better for larger error bounds, since unlike the naive approach, it does only check every possible solution exactly once and makes use of efficient BDD reduction techniques. Furthermore, we have demonstrated the benefits of optimal solutions when evaluating the quality of functional approximation heuristics.

In future work we plan to consider various heuristics to solve the EEBBM problem. The quality of these heuristics can be measured using the algorithm presented in this paper. We also want to investigate the more general problem, where the variable ordering for the given function is not fixed, and extend it from Boolean to multivalued functions to further increase its applicability. First tests have shown that the size of \( F(\sigma) \) can be greatly reduced using dynamic variable ordering.
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### Table IV

<table>
<thead>
<tr>
<th>( e )</th>
<th>runtime naive [s]</th>
<th>runtime BDD [s]</th>
<th>( \frac{\text{runtime BDD [s]}}{\text{runtime naive [s]}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.01</td>
<td>0.05</td>
<td>5.00</td>
</tr>
<tr>
<td>2</td>
<td>0.39</td>
<td>0.63</td>
<td>1.62</td>
</tr>
<tr>
<td>3</td>
<td>10.92</td>
<td>9.12</td>
<td>0.84</td>
</tr>
<tr>
<td>4</td>
<td>330.03</td>
<td>233.63</td>
<td>0.71</td>
</tr>
<tr>
<td>5</td>
<td>8,089.07</td>
<td>3,626.30</td>
<td>0.45</td>
</tr>
</tbody>
</table>