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Abstract—RISC-V-based embedded systems are becoming more and more popular in recent years. Performance estimation of embedded software at an early stage of the design process plays an important role in efficient design space exploration and reducing time-to-market constraints. Although several cycle-accurate RISC-V simulators at different levels of abstraction have been proposed, they have an inherently high cost, both for the development of the simulation setting and for obtaining the software performance in terms of the number of cycles through simulation. This results in a significant burden on designers to perform design space exploration.

In this paper, we present a novel ML-based approach, enabling designers to fast and accurately estimate the performance of a given embedded software implemented on the RISC-V processor at the early stage of the design process. The proposed approach is evaluated against a real-world cycle-accurate RISC-V Virtual Prototype (VP) using a set of standard benchmarks. Our experiments demonstrate that our approach allows obtaining highly-accurate performance estimation results in a short execution time. In comparison to the cycle-accurate RISC-V VP model, the proposed approach achieves up to more than 5× faster simulation speed and less than 2.5% prediction error on average.

I. INTRODUCTION

RISC-V [1] is a free and open Instruction Set Architecture (ISA), providing designers with a variety of advantages including openness, modularity, simplicity, and extensibility. Due to these benefits both academia and industry have shown an increasing interest in using RISC-V for their applications. The advantages of RISC-V also make it ideal for a wide variety of modern embedded systems in several application areas such as IoT and Edge devices.

In modern embedded system design, the importance of software and its impact on the overall system performance is continually increasing. Such embedded systems are designed to handle specific tasks and usually are connected to a set of tight constraints such as performance, time-to-market, and overall cost of the product [2]. Therefore, software performance analysis for fast design space exploration is a crucial issue. In order to cut down the cost of the final product and meet the design constraints, a reliable performance estimation of the software at the early stage of the design process is required. This can help make decisions of hardware/software partitioning and provides designers with information for the design space exploration of software design to achieve a high overall performance of the entire system.

There are various implementations of the RISC-V processor at different levels of abstraction that differ in simulation speed, level of accuracy, and implementation details [3]. They range from slow RTL implementation [4] with precise cycle count to very fast functional simulators [5] without cycle count or timing information. At the algorithmic level, functional simulators are used to validate the functionality of a given embedded software with respect to the target ISA, achieving the same functions as the modeled hardware. As they do not consider any cycle count, they have the fastest simulation speed over all types of simulators. At the Electronic System Level (ESL) [6], [7], Virtual Prototype (VP) is considered as the first implementation of the real hardware that allows cycle-accurate simulation [8], [9]. Essentially, a VP is an executable software model of the entire hardware platform that is commonly implemented in SystemC (C++-based library) [10], [11] and is widely used for hardware/software co-design [12]. While the exact number of cycles required by an embedded software can be obtained by cycle-accurate simulation on the VP, it has an inherently high cost, both for the development of the simulation setting and for obtaining the number of cycles through simulation, even when simulation parallelization is used. Therefore, the VP simulation speed is considerably slower than functional simulators.

We are motivated by the large differences in simulation speed between functional simulators and cycle-accurate simulators (even at the ESL using VP) in Application-Specific Instruction Set Processor (ASIP) designs that put a significant burden on design space exploration of embedded software. Hence, we aim at filling this research gap and particularly focusing on providing a reliable and fast analytical performance estimation approach targeting embedded software on RISC-V processors. In this paper, we propose a novel analytical approach by taking advantage of a hybrid technique where dynamic analysis (through a fast functional simulator and a RISC-V VP) is used for features extraction and linear regression (a fast ML-based technique) is utilized for the performance estimation model generation. The proposed approach allows designers to perform a fast and accurate performance estimation of a given embedded software on RISC-V processors at the early stage of the design process.

We evaluate the accuracy and performance of the proposed approach for two ISAs (RV32I and RV32IM) against the real-world RISC-V VP [13], [14] using different standard embedded software benchmarks from three benchmark suites: Embench [15], TACLeBench [16] and RV8-bench [17]. Experimental results demonstrate that, on average, the simulation
speed is $4 \times$ to $5 \times$ faster than VP and the obtained prediction error is less than 2.5% for the best predictive model (RV32IM).

The rest of the paper is organized as follows: Section II describes the related work, Section III presents the experimental procedure, Section IV presents and analyzes the results and Section V concludes this paper and introduces future work.

II. RELATED WORK

Early performance estimation is widely used in different applications such as parallel applications [2] and streaming applications [18]. It can be divided into two broad categories: simulation-based [13], [19] and analytical models [20], [21]. According to the different degrees of accuracy, the simulation-based approach can be classified into Instruction Set Simulator (ISS) and Source-Level Timing Simulation (SLTS).

There exist a number of RISC-V ISS at different levels of abstraction ranging from slow Register Transfer Level (RTL) simulation with cycle accuracy such as BRISC-V [22], cycle-accurate VP models at the ESL. [13], [14] to very fast functional simulation at the algorithmic level with no cycle and timing information such as RV8 [23]. VPs can provide designers with total abstract models of hardware platforms and verify software in terms of functionality and performance without any actual hardware. However, the simulation speed is considerably slower than functional simulators and analytical models. Among the aforementioned ISS techniques, the trade-off between accuracy and simulation speed is very challenging. SLTS is based on a mapping between source code and binary code and can enable high-speed performance simulation. However, it is very difficult to obtain an accurate mapping between source code and binary code, resulting in inaccurate simulation results. The method in [24] presents a transaction accurate simulation methodology by utilizing GNU gcov to profile execution statistics of given C code during the native simulation and using annotation based on the collected information.

Analytical models are powerful techniques for fast design space exploration. They can provide linear and non-linear solutions for complex systems and can be used in different architectures. In [25], performance models are built for the ARM926EJ-S and the LEON3 processor. Linear regression is performed on three different numerical features of embedded software. In [21], linear regression is used to predict the software performance and evaluate the method against ARM v5 implementation. The method in [26] derives the performance regression models and validates the models against the POWER4 RTL model and hardware implementation. The method in [27] takes advantage of neural networks to estimate the software performance and compared the results with PowerPC 750 cycle-accurate model.

To the best of our knowledge, there exists no analytical approach for performance estimation of embedded software on RISC-V processors. We aim at filling this research gap by proposing an analytical performance estimation model to obtain an approximation of the exact number of cycles of a given embedded software on RISC-V processors. The results of our approach can significantly help designers in performing a fast high-level design space exploration.

III. PERFORMANCE ESTIMATION METHODOLOGY

The proposed performance estimation framework and its overall workflow are illustrated in Fig. 1. The framework is divided into four phases which are:

1) generating a set of training embedded software and compiling them through the RISC_V GNU Toolchain.
2) creating a set of training data using the extracted data from VP as the input of the learning phase.
3) generating performance Predictive Model (PM)
4) validating the generated PM using new embedded software.

In the following, we explain each phase of the proposed framework in detail.

A. Source Codes Compilation and Linking

In order to obtain a robust ML-based performance estimation model that ensures the quality of results for a given new embedded software, a comprehensive set of training data is necessarily required. As shown in the first phase of Fig. 1, a comprehensive set of training software is provided ranging from simple to complex programs with different input variables that can cover all ISA instructions. In this paper, two RISC-V ISAs are considered which are the base integer instruction set (RV32I) and its M extension (RV32IM). For RV32IM, in addition to using the same method to generate training programs, part of the programs selected from standard benchmarks. Based on the binary encoding of an operation,
all instructions can be categorized into six formats: R-type, I-type, S-type, B-type, U-type, and J-type. Since each training software needs to be run on the RISC-V processor for run-time information extraction (i.e., the accurate cycle counts and trace log of instructions) in the next phase, its RISC-V compatible executable model must be generated.

To do this, we take advantage of the cross-compilation from our host computer to RISC-V processor where RISC-V GNU compiler Toolchain [28] is used to produce the RISC-V executable ELF files of each training embedded software. We also perform the same process for new software programs which are used in the performance predictive model validation phase. This is done by cross-compiling the source codes and optionally linking them with the system library. For each ISA, the RISC-V GNU compiler Toolchain is configured separately.

**B. Training Dataset Creation**

The performance (accurate number of cycles) of a given embedded software running on a processor is very related to the number and type of instructions. In order to create the training dataset, this information needs to be extracted. Hence, the executable file of each embedded training software generated in the previous phase is run on the RISC-V processor to obtain two results which are extracting 1) the accurate number of cycles and 2) a detailed run-time trace of executed instructions. To do this, we take advantage of a Virtual Prototype (VP) implementation of the RISC-V processor. The RISC-V VP mimics the behavior of real hardware and is cycle-accurate. By running each embedded software on the VP, the accurate number of cycles is obtained. However, the VP itself does not provide designers with a detailed count of each instruction format. To retrieve this information, we implement a run-time information extractor module and integrate it into the VP. Fig. 2 shows a part of the information extractor module, counting the number of instructions for each RISC-V instruction format. Therefore, by executing the ELF file of each training software on the RISC-V VP, the number of instructions for each format, the total instructions count, and the total number of cycles are extracted. As illustrated in Fig. 1 – Phase 2, this information is stored in the Run-time Trace Log file. For each training software, the detailed parameters stored in this file are shown in Table I.

In the next step, we take advantage of the extracted information in the Run-time Trace Log file to build the training dataset \( D \) based on the following definition:

\[
D = \{ d_j | d_j = \{ y_j, (x_{j,1}, x_{j,2}, \ldots) \} ; 1 \leq j \leq N \}
\]  

(1)

**TABLE I: Overview of parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>Total instruction count</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>R-type: instructions using 3 register operands</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>I-type: instructions with immediate, loads</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>S-type: store instructions</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>B-type: branch instructions</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>U-type: instructions with upper immediate</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>J-type: jump instructions</td>
</tr>
<tr>
<td>( y )</td>
<td>Total cycles</td>
</tr>
</tbody>
</table>

Where \( D \) is a set of observations consists of a pair of inputs (predictors) and an output. For \( j \)th observation, the inputs are the parameters \( x_{j,1}, x_{j,2} \) and the output is \( y_j \).

In order to find the best performance PM, for each ISA, two different training datasets are created which are based on the total instruction count \( D_{\text{total}} \) and the number of each instruction format \( D_{\text{format}} \). The training datasets of these two models are represented as follows:

\[
D_{\text{total}} = \{ d_j | d_j = \{ y_j, x_{j,1}, x_{j,2} \} ; 1 \leq j \leq N \} \quad (2)
\]

\[
D_{\text{format}} = \{ d_j | d_j = \{ y_j, (x_{j,1}, x_{j,2}, \ldots, x_{j,m}) \} ; 1 \leq j \leq N \} \quad (3)
\]

**C. Performance Predictive Model Generation**

After generating the training dataset, we take advantage of machine learning techniques to find the relationship among extracted features and then use them to make predictions. The linear regression algorithm is one of the most well-known and best-understood machine learning algorithms that is widely used in different application domains for predictive models generation [29], [30]. Hence, we consider a linear regression model to estimate the executed cycles count of a given embedded software running on the RISC-V processor.

In general, linear regression [31] is a linear approach to model the relationship between independent variables (input parameters) and dependent variable (output) in a simple way. A simple linear regression model has the form as follows:

\[
y = \beta_0 + \sum_{i=1}^{m} \beta_i x_i + \epsilon
\]  

(4)

where \( y \) is the output variable and \( x_i \) are input parameters with \( 1 \leq i \leq m \). The parameters \( \beta_0 \) and \( \beta_i \) are called regression coefficients. The parameter \( \epsilon \) indicates the error of model due to the lack of fit. In order to take advantage of the computation power of the computer and speed up the learning phase, we vectorize the linear model as \( y = X \beta + \epsilon \) with \( y = \begin{bmatrix} y_1, \ldots, y_j, \ldots, y_N \end{bmatrix}^T \). The parameter \( y_j \) is the output of \( j \)th embedded software. The training dataset \( X \) has the dimension of \( N \times (m + 1) \) with \( X = \begin{bmatrix} x_{1,1}^T, \ldots, x_{j,1}^T, \ldots, x_{N,1}^T \end{bmatrix}^T \). For \( j \)th embedded software, the \( m + 1 \) input parameters are formed as \( x_j = [1, x_{j,1}, \ldots, x_{j,m}] \). The regression coefficients and errors are represented as \( \beta = [\beta_0, \ldots, \beta_m]^T \) and \( \epsilon = [\epsilon_0 \ldots \epsilon_N]^T \), respectively. The parameter \( N \) indicates the number of embedded software compiled and executed on RISC-V VP to generate the training dataset.

In Optimizer module (Fig. 1 – Phase 3), the suitable regression coefficients are calculated by minimizing the Mean Squared Error (MSE) illustrated in (5) interactively until it reaches convergence.
Algorithm 1 Generating Predictive Model

Data: training dataset $D = \{y, X\}$, learning rate $\eta$, maximum number of iterations $K$, cost function $J$

Output: $\text{PM}$

1: initialize regression coefficients of $\beta$ with uniform distribution from range $[\frac{-\sqrt{m+1}}{m+1}, +\frac{\sqrt{m+1}}{m+1}]$
2: for iteration in 1...$K$ do
3: $\hat{y} \leftarrow X\beta$
4: $J \leftarrow J_f (y, \hat{y})$
5: $\beta_0 \leftarrow \beta_0 - \eta \frac{\partial J}{\partial \beta_0}$
6: for $i$ in 1...$m$ do
7: $\beta_i \leftarrow \beta_i - \eta \frac{\partial J}{\partial \beta_i}$
8: end for
9: convergence test: calculate $J$
10: end for
11: return $\beta_0, ..., \beta_m$
12: $R^2 \leftarrow f_k (y, \hat{y})$
13: $\text{PM} \leftarrow \beta_0, ..., \beta_m$

\[ \text{MSE} = \frac{1}{N} \| \varepsilon \|^2_2 \] (5)

In order to assess the strength of the linear relationship between inputs and the corresponding output and indicate how good the performance of the model is, the coefficient of determination $R^2$ is considered. The metric $R^2$ is represented as a value between zero and one, where the value of one indicates a perfect fit and can be used for a highly accurate model for future estimation, while the value of zero indicates that the model fails to accurately model the training dataset at all. The metric $R^2$ is defined based on the following equation:

\[ R^2 = 1 - \frac{\| \varepsilon \|^2_2}{\| y - \hat{y} \|^2_2} \] (6)

where $\hat{y}$ is the mean of output vector $y$.

Algorithm 1 shows the method used in the Optimizer module to generate the PM using the training dataset $D$, learning rate $\eta$, cost function $J$ and the maximum number of iterations $K$. The parameter $\hat{y}$ is the vector of estimated outputs. The algorithm consists of three main steps in each iteration. First, the estimated output vector and cost function based on current regression coefficients are calculated (Line 3 to 5). The cost function is defined as MSE. In the next step, each regression coefficient is updated based on the learning rate and cost function (Line 5 to 8). The learning rate is in the range between zero and one. It determines how quickly the cost function can achieve convergence. Finally, when the cost function converges, the regression coefficients are obtained (Line 9). The coefficient of determination can be calculated and PM is expressed in mathematical form as follows:

\[ \hat{y} = \beta_0 + \sum_{i=1}^{m} \beta_i x_i \] (7)

D. Performance Predictive Model Validation

In this phase, the PM is tested by new embedded software. The new software is compiled and the corresponding RISC-V ELF file is generated as described in Section III-A. Since the generated ELF file is compact and is not a human-readable file, we take advantage of RV8 [23] – an open-source RISC-V functional simulator – and integrated it into our framework to provide an expanded and unrolled assembly version of the ELF file. In general, analyzing the result of disassembler (a compact assembly code) is very difficult as it does not contain information such as the length of the loop and jump instructions based on the comparison. On the other hand, the trace result of the RV8 is a flattened and unrolled version of the assembly code where a detailed trace of the instructions is available. By this, it is possible to analyze the generated file and extract the required information to be passed as the input of PM for the performance prediction of the given software.

While RV8 allows fast execution of the ELF file and supports most extensions and the ability to trace the software execution and register values, it does not provide any information about the numbers of each instruction format. Hence, as illustrated in Fig. 1 – Phase 4, the Information extractor module is integrated into RV8 in a similar way as shown in Fig. 2. After executing the ELF file on RV8, the total instruction count and the number of instructions for each format are extracted and stored in the Instruction Information file. Then, the testing dataset $D_{test}$ is generated in a similar way as the training dataset, except that the cycle count is not included. It is represented as the following equation:

\[ D_{test} = \{x_1, ..., x_m\} \] (8)

where $x_1$ to $x_m$ are input variables and parameter $m$ indicates the number of input variables. According to the PM generated in third phase and the testing dataset, the total cycle count of new software $\hat{y}$ is estimated based on (7).

IV. EXPERIMENTAL EVALUATION

This section presents the experimental evaluation of our proposed performance estimation approach. The benchmarks are provided by Embench [15], TACLeBench [16] and RV8-bench [17], covering different domains, such as filters, matrix manipulations, and sorting algorithms. They are freely available and specifically target embedded systems. We evaluated the obtained results of the generated PMs by comparing them against the real-world RISC-V VP model [13], [14] in terms of simulation speed and number of cycles accuracy. Two ISAs are considered by configuring RISC-V GNU Toolchain with different parameters. For each ISA, two PMs were generated based on the total number of instructions and the number of instruction formats. Hence, we divide the experimental evaluation into two parts. First, characteristics of PMs for RV32I ISA are presented. Second, we explain the features of the generated PMs for RV32IM ISA. The underlying linear regression for each PM was implemented using TensorFlow [32]. All experiments were carried out on a Linux system with 38 GB RAM and an AMD Ryzen 7 PRO 4750U processor running at 1.4 GHz.

Table II and Table III illustrate the experimental results of applying different standard benchmarks to our proposed performance estimation approach. The first column lists the names of benchmarks. The following two columns show the total instruction counts and Lines of Code (LoC) of each benchmark. Column VP includes the cycle count (# Cycle) and simulation time (Time) reported from VP. Column Ours shows the execution time of the proposed approach and the obtained speed-up compared to VP. The reported execution
time consists of two parts that are 1) the required time for RV8 to generate the run-time trace of a given software, and 2) the time used by PMs to estimate the cycle count of the new software. Since the time used by PMs is negligible in comparison to RV8 simulation time, the simulation time on RV8 can be seen as the time used to estimate the number of cycles of the new software. Columns PM1 and PM2 represent the predictive models based on the total number of instructions and the number of instruction formats, respectively. The following sub columns Cycle and Error indicates the number of estimated cycles and the error percentage of each software in comparison to the VP, respectively. In addition, we evaluated the quality of each generated PM using two metrics MAE and \( R^2 \) introduced in (5) and (6), respectively. The average values for the above metrics are reported in Table II and Table III.

### A. Predictive Models for RV32I ISA

In this experiment, we took advantage of 125 programs as training software to create a training dataset. The total instruction counts of the training software set range from \( 1.5 \times 10^6 \) to \( 3.7 \times 10^7 \). For the validation phase, 10 benchmarks were used for each PM. Please note that the software used in the validation phase was completely different from the software used in the training phase to create the training dataset. The generated PM based on the total number of instructions is presented as the following equation.

\[
\hat{y} = 2.36 + 1.36 \times x_1
\]  

(9)

The generated PM based on the number of instruction formats is shown in (10). The absolute values of the regression coefficient are used to rank the inputs. Due to its larger coefficient, the fifth input variable \( x_5 \), i.e., U-type count, appears to be more important for determining the number of cycles.

\[
\hat{y} = 2.46 - 0.82 \times x_2 + 1.94 \times x_3 + 2.11 \times x_4 + 1.20 \times x_5 + 2.76 \times x_6 - 2.6 \times x_6
\]

(10)

The experimental results in Table II show that our approach achieves a speed-up up to more than \( 5 \times \) in comparison to the cycle-accurate VP. While the quality of both PMs based on the average MAE and \( R^2 \) metrics lays in acceptable boundaries, the linear relationship of PM2 is stronger than PM1 due to its higher \( R^2 \) (0.998) and lower average MAE (4.50%). This can also be seen in the Table where for each benchmark, PM2 provides better estimation results than PM1 and has a smaller error rate. The main reason for the high prediction accuracy is that PM2 takes advantage of the instruction formats classification in the training phase where more detailed information for the underlying regression algorithm is provided.

### B. Predictive Models for RV32IM ISA

In the second experiment, 80 programs were used as training software to create the training dataset. The total instruction counts of the training software set range from \( 2.0 \times 10^5 \) to \( 1.1 \times 10^6 \). The PMs are validated using 10 benchmarks. The software programs used for validation were completely different from the software used to generate the training dataset. The following equation can be used to calculate the PM based on the total number of instructions.

\[
\hat{y} = 6.29 + 1.50 \times x_1
\]

(11)

The generated PM based on the number of instruction formats is expressed as (12). The third input variable \( x_3 \), S-type count, has a greater impact on determining the number of cycles due to its greater coefficient.

\[
\hat{y} = 17.32 + 1.16 \times x_2 + 1.70 \times x_3 + 4.29 \times x_4 - 0.43 \times x_5 - 0.52 \times x_6 + 1.06 \times x_6
\]

(12)
The experimental results in Table III demonstrate that our proposed approach can estimate the number of cycles up to 4.2× faster than VP. Similar to the first experiment, for each benchmark, PM2 has higher accuracy than PM1 thanks to the instruction formats classification in its training phase where more detailed information for the underlying regression algorithm is provided. While the quality of both PMs based on the average MAE and $R^2$ metrics lays in acceptable boundaries, the linear relationship of PM2 is stronger than PM1 due to its higher $R^2$ (0.996) and lower average MAE (2.48%).

The results of both experiments demonstrate that the generated PMs (especially PM2 generated based on the instruction formats classification) can accurately predict the embedded software performance. The remaining accuracy gap is mostly due to the following reasons: 1) the similarity between the training software set and the testing benchmarks can be large for some cases and 2) more input variables are needed. For both cases, adding more training software from various domains can overcome these issues and improve the quality of the estimation results.

Overall, the proposed approach allows designers to analyze the performance of a given embedded software on RISC-V processors up to more than 5× faster than even cycle-accurate VP at the ESL (which have orders of magnitude faster simulation speed than RTL simulators). The gain of performance using our proposed performance estimation approach is paid with a slight loss of accuracy, but the estimates are accurate enough to perform design space exploration of embedded software and overall help designers to make high-level decisions of system designs.

V. CONCLUSION AND FUTURE WORK

In this paper, we proposed a novel analytical approach to estimate the performance of a given embedded software on RISC-V processors. The proposed approach is based on applying linear regression along with a functional simulator to obtain the number of cycles. The quality of the proposed approach for two ISAs was validated against a real-world cycle-accurate RISC-V VP model in terms of simulation speed and number of cycles accuracy using several standard benchmarks. We demonstrated the applicability and effectiveness of linear regression in the reliable estimation of embedded software performance. Moreover, we have shown applying machine learning in performance estimation can balance the simulation cost and prediction accuracy at the early stage. High-level performance estimation allows designers to perform design space exploration, where fast evaluations of the software performance are required, in order to decide on the adequacy of a given processor or of a given partitioning of tasks among processors, w.r.t system performance requirements. As future work, we plan to extend our approach to more RISC-V extensions, such as F and D extensions.
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