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Abstract—The importance of verification of digital circuits has
increased significantly, as their complexity has grown. Simulation
based techniques cannot fully guarantee their correctness, as the
correctness has to be shown for every possible input assignment.
Thus, formal verification has to be applied. However, formal
verification methods may require exponential time and space in
the worst case. Therefore, Polynomial Formal Verification (PFV)
has been researched in the past years, where polynomial upper
bounds have been proven for the complete formal verification
process. By this efficient run times of the tools are guaran-
teed. Polynomial bounds have been proven successfully for the
verification of several types of circuits, like e.g. adders and
multipliers. However, due to the lack of automation techniques,
all previous proofs were conducted manually. A tool enabling the
automatic proof generation has recently been introduced, which
demonstrates the concept of automatic proofs on the example
of Binary Decision Diagrams (BDDs). We enhance the tool
to automatically generate an extended human-readable proof,
detailing the automatic reasoning, such that the produced proof
is fully comprehensible.

I. INTRODUCTION

In the past years, the significance of verification of digital
circuits has increased, due to their rising complexity. However,
the correctness of a circuit can only be guaranteed by formal
verification techniques, because simulation can only test the
circuit for a limited amount of input assignments. To prove the
correctness of a circuit, formal verification techniques based on
decision diagrams, e.g. Binary Decision Diagrams (BDDs) [1],
[2], Kronecker Functional Decision Diagrams (KFDDs) [3]
or Multiplicative Binary Moment Diagrams (*BMDs) [4] can
be employed, as well as Boolean Satisfiability (SAT) [5] or
Symbolic Computer Algebra (SCA) [6]. However, in the worst
case, all formal verification techniques require exponential
time and space, potentially causing the verification to fail
due to time or space constraints. Thus, in the past years,
PFV [7], [8] has been introduced to predict the verification
time beforehand. Here, the verification complexity of several
circuits has been researched, proving polynomial upper bounds
for the time and space complexity of the verification of specific
circuits.

Circuits for which a polynomial time and space complex-
ity has already been proven using BDDs include several
adders, i.e. the Ripple Carry Adder (RCA), Conditional Sum
Adder (CSA) and Carry Look Ahead Adder (CLA) [7], [9],
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as well as several Prefix Adders (PAs) [10]. Furthermore,
polynomial upper bounds were also proven for the BDD-
based verification of e.g. BDD circuits and tree-like cir-
cuits [11], as well as symmetric functions [12] and floating
point adders [13]. Apart from BDDs, other types of decision
diagrams can be used as well. Here, it was proven that PFV
using KFDDs is possible for KFDD circuits [14] and general
tree-like circuits [15], whereas *BMDs have been used for
the PFV of Wallace-tree like multipliers [16]. Furthermore,
SCA has been used to prove polynomial upper bounds for
the verification of arithmetic circuits [6] and for complex
multipliers [17], whereas Answer Set Programming (ASP) has
been applied for PFV of circuits with a constant cutwidth [18].

However, all polynomial upper bounds were proven man-
ually, leading to a time-consuming and also error-prone pro-
cess. Thus, a concept for automatically generated proofs for
polynomial upper bounds was introduced recently [19]. Here,
a tool was developed, illustrating the concept at the example
of BDDs. The concept of automatic proofs has already been
explored in other research fields, e.g. automated theorem
proving [20] or the four color problem [21]. However, for users
to understand the automated reasoning, producing a human-
readable proof is essential. Thus, in this paper, we extend the
previously introduced concept of automatic proofs for PFV by
generating an elaborate human-readable proof, detailing the
induction and reasoning.

II. AUTOMATED POLYNOMIAL FORMAL VERIFICATION

In [19], the concept for automated PFV was introduced,
alongside a tool exemplarily showing the concept for BDD-
based verification. In this section, the previously introduced
proof engine is outlined and the extension for the human-
readable proof is presented.

A. Automatic Proof Engine

The automatic proof engine flow is shown in Figure 1.
For an iterative input function, the tool automatically finds a
pattern for the generalized BDD by comparing the BDD for an
iteration k to the BDD for the iteration k+1. Figure 2 shows an
example, where the nodes v1 and v2 are added in the (k+1)-th
iteration for a function f(x1, ...xn). All required information
for the proof is stored in the pattern, including the base case,
meaning the BDD for the first iteration. Furthermore, the
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Fig. 1: Automatic proof engine flow [19]

pattern stores all new nodes in the BDD for k+1, as well as
their respective high- and low-edges.

If a pattern is found, its correctness is proven by induction
on the number of iterations k. To conduct the proof by
induction, the base case is first checked, where the BDD for the
first iteration is compared to the base case stored in the pattern.
For the induction step, the If Then Else (ITE) operator [22] is
propagated through the pattern for the BDD with k iterations
according to the function description, obtaining the BDD
for k + 1 based on the BDD for k. The correctness of the
pattern can be proven, if each node from the propagated ITE
operator can be matched to a node from the pattern, proving
the correctness of the pattern for k + 1 iterations, given its
correctness for k iterations.

If the induction is successful, the human-readable proof is
generated. Otherwise, a different pattern is searched for and
the process is repeated. If the induction fails for a set amount
of patterns, the process terminates and the automatic proof
of a polynomial upper bound is unsuccessful for the given
function.

B. Human-Readable Proof Generation

We define a human-readable proof as a structured proof that
is easily understandable and closely resembles a proof written
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Fig. 2: BDD for f(x1, ...xn) with k = 2 [19]
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Fig. 3: Human-readable proof generation



manually by a human. The structure of the proposed extended
automatic human-readable proof generation is outlined in
Figure 3.

Firstly, the size of the generalized BDD is determined and
printed in the proof. The size consists of the number of
nodes in the base case plus the number of nodes added per
iteration, which can both be extracted from the saved pattern.
To underline the BDD size, an example of a BDD highlighting
the added nodes is automatically printed as an illustration, as
shown in Figure 2. To enhance the comprehensibility of the
proof, the pattern is also textually explained. Here, the nodes
added per iteration are described, including their respective
high- and low-edges.

Additionally, the induction is explained in the proof. To
depict the base case, both the base case stored in the pattern,
as well as the BDD for the first iteration are displayed and
compared. The induction step consists of an illustration de-
picting the propagation of the ITE operator through the pattern
for k iterations. Furthermore, each step of the propagation of
the ITE operator is automatically explained textually. Finally,
to prove the correctness of the pattern, all new nodes resulting
from the propagated ITE operator are matched to a node from
the pattern.

Following the proposed steps, a complete human-readable
proof is generated. Thus, for each proof conducted by the
engine, the generated proof can be checked manually to ensure
its correctness.

III. CONCLUSION

Due to the time consuming and error-prone manual work
of conducting proofs for PFV, an automated approach has
been introduced recently. In this paper, we have enhanced
the concept of automatically generated proofs for PFV by
extending the automatic human-readable proof generation to
include a more detailed explanation of the proof by induction.
In future work, the tool can be extended to perform proofs for a
wider range of functions and support other formal verification
methods, such as SAT or other types of decision diagrams.
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