Unlocking High Resolution Arithmetic Operations within Memristive Crossbars for Error Tolerant Applications
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Abstract—Memristor-based crossbar architectures have been explored by researchers for neuromorphic computing, where analog vector-matrix multiplication can be carried out in a single time step. In this paper we explore such architectures for carrying out various arithmetic operations. Since the computations are carried out in analog domain, they are affected by fabrication and performance variability of the manufactured devices. As a result, there can be inherent errors during the computation. However, the architecture can be suitable for approximate computing applications where some errors can be tolerated. We have proposed a method for carrying out arithmetic operations with any multiple of k-bit resolution on the crossbar, for some limited values of k. The fault tolerant capability of the proposed architecture is evaluated through experimentation on benchmark datasets. We also perform case studies to analyze the performance of the approach with particular emphasis on approximate computing. The results of the case studies show that certain applications indeed exhibit fault tolerance in presence of faulty memristors.

Index Terms—Neuromorphic computing, approximate computing, vector processor, memristor crossbar

I. INTRODUCTION

The history of computing has seen a transition from analog to digital in the quest for reliability, speed and accuracy. Advancements in digital computing have seen the emergence of faster and more capable processors to address the requirements of various compute intensive applications. In recent times it has been observed that there are applications where high levels of computational accuracy is not essential, and it is possible to achieve drastic reductions in the hardware required for implementation. This is often referred to as Approximate Computing (AC), and has drawn the attention of several researchers. This can be achieved at the level of algorithms, architecture, and also at the lowest levels of circuit primitives.

There have also been a lot of research on memristor-based resistive memory systems, which have manifested in innovative architectures like in-memory computing and neuromorphic computing. In particular, architectures based on memristive crossbars can drastically speed up vector-matrix multiplication operation that is an essential component in neuromorphic computing. In this paper, we have explored memristive crossbars for carrying out various scalar and vector arithmetic operations. Such computations are essentially carried out in analog domain where there can be some errors during computation due to device variability.

Such a computational engine can be very suitable for applications that are amenable to AC. The main contributions of the present work can be summarized as follows:

a) The detailed steps to perform scalar and vector addition, subtraction and multiplication on a crossbar are presented.

b) A technique to enhance the computational accuracy of the arithmetic operations is proposed, which uses additional crossbar resources.

c) The fault tolerance capability of the approach is evaluated on standard benchmarks.

d) The performance of the approach with regards to AC is evaluated with some case studies.

The rest of the paper is organized as follows. Section II presents a brief review of AC and use of memristor crossbar in neuromorphic computing. Section III surveys the capabilities of a crossbar for carrying out various arithmetic operations. Section IV presents an approach to enhance the computational precision. Section V evaluates the fault tolerance capability of the approach, while section VI presents the experimental evaluation on some benchmark applications. Finally, Section VII concludes the paper.

II. LITERATURE SURVEY

We now briefly discuss about memristors and crossbar structures for neuromorphic computing, followed by a brief survey of relevant approximate computing (AC) approaches.

A. Memristors and Memristive Crossbar

A memristor is a two-terminal passive element that exhibits non-volatile resistive change in response to an applied volt-
age [1]. This non-volatile resistive switching property makes it suitable for realizing non-volatile resistive memories [2]. Memristors are typically fabricated in a crossbar structure, where each device is created at the junction of every pair of horizontal and vertical nanowires [3]. The basic crossbar is also referred to as a OTIR (zero transistor, one resistor) structure. Memristor crossbars have been proposed for carrying out logic operations, for use as resistive storage, and also for neuromorphic computing [4], [5], [6], [7]. For logic and storage applications, the memristors are typically programmed in one of two states, low resistance and high resistance. In contrast, for neuromorphic applications, the resistive states of the memristors need to be multi-valued. A memristor is said to have $k$-bit resolution if it can be in one of $2^k$ resistive states.

Although researchers have used memristive crossbars for neuromorphic applications, they can be used for carrying out arithmetic operations as well. In particular, they are suited for applications where AC can be used.

C. Approximate Computing (AC) Approaches

AC is a design paradigm that tries to trade off accuracy for performance. Research studies have shown that many applications are inherently error tolerant, e.g., image processing and machine learning. As memristor fabrication is still very error prone, such error-tolerant applications are excellent candidates for use-cases where memristors can be used. In the following, we review some of the AC related works for such applications.

Many prior works have used image processing to show the effects of their AC designs. In [11], an accuracy-configurable adder (ADA) has been proposed for approximate arithmetic designs, by cutting the carry chain of the adder. The authors have used image smoothing with Gaussian filters to show the applicability of their adder. The proposed design is compared with other approximate adder designs and the Peak-Signal-To-Noise Ratio (PSNR) is used to assess the quality of the resulting image. The authors of [12] discuss a processor that uses a look-up table to approximate floating-point operations, and edge detection algorithms are used to evaluate the results. The authors of [13] present a $k$-Nearest Neighbor (kNN) approach to approximate floating point multipliers, which are then applied to image processing by using Gaussian filters. Finally, in [14] the authors propose a rewriting scheme for AND-Inverter Graph (AIG) based synthesis, where a cut-based approach is used to identify parts of the AIG that can be approximated. They have used image compression to demonstrate the approach in a real-word application.

AC has also been successfully applied to machine learning algorithms. In [15] approximate multipliers are used in neural network applications, where an evolutionary approach is used to identify the multiplier to be used in each layer of the network. The weights of the neural networks are quantized to 8-bit fixed-point numbers. The authors of [16] used an approximate multiplier for implementing a kNN classifier. It is shown that using the approximate multiplier the accuracy drops only slightly, but the energy-delay-product is improved.

III. ARITHMETIC OPERATIONS ON THE CROSSBAR

The power of memristor crossbar as VMM computation engine can be leveraged for carrying out various (approximate) arithmetic computations. These are discussed in the following subsections. We assume that the memristors have $k$-bit resolution, which allows us to program them with one of $2^k$ distinct conductance values $\{0, 1, \ldots, 2^k - 1\}$. We first focus on $k$-bit addition and subtraction operations, where both the operands and also the final results are assumed to be $k$-bit quantities.

A. Addition and Subtraction

Here we store $k$-bit operands as conductance values in the memristors, and the results are obtained as currents (mapped to $k$-bit values) along the columns. Some of the possible operations are explained below.
1) Addition of two scalars: We can compute the sum of two k-bit scalars $a_1$ and $a_2$, where $0 \leq a_1, a_2 < 2^k$, as:

$$s = a_1 + a_2$$  \hfill (2)

To carry out this operation, we do the following:

i) Set $g_{11} = a_1$, $g_{21} = a_2$.

ii) Set $V_1 = V_2 = \ldots = V_n = 1$.

The result is obtained as the current $I_1 = g_{11} + g_{21} = a_1 + a_2$, which is treated as the analog equivalent of a k-bit value.

2) Addition of n scalars: The concept can be extended to compute the sum of n k-bit scalars as:

$$s = a_1 + a_2 + \ldots + a_n$$  \hfill (3)

where $0 \leq a_1, a_2, \ldots, a_n < 2^k$. For this, we do the following:

i) Set $g_{11} = a_1$, $g_{21} = a_2$, \ldots, $g_{n1} = a_n$.

ii) Set $V_1 = V_2 = \ldots = V_n = 1$.

The sum is again obtained as current value in the first column:

$$I_1 = g_{11} + g_{21} + \ldots + g_{n1} = a_1 + a_2 + \ldots + a_n$$

3) Handling negative operands and subtraction: To handle negative operands as proposed in literature [4], [17], [18], we replace every column by a pair of columns. Fig. 2. The $i^{th}$ column with conductance values $(g_{1i}, g_{2i}, \ldots, g_{ni})$ is replaced by a pair of columns with conductance values $(g_{1i}^+, g_{2i}^+, \ldots, g_{ni}^+)$ and $(g_{1i}^-, g_{2i}^-, \ldots, g_{ni}^-)$ respectively, with column currents denoted as $I_i^+$ and $I_i^-$. The final current is obtained as:

$$I_i = I_i^+ - I_i^-$$  \hfill (4)

This way we can use negative operands as well as carry out subtraction. For instance, to carry out the scalar subtraction $s = a_1 - a_2$, we do the following

i) Set $g_{11}^+ = a_1$, $g_{11}^- = a_2$.

ii) Set $V_1 = 1$, $V_2 = V_3 = \ldots = V_n = 0$.

We get $I_1 = g_{11}^- - g_{11}^+ = a_1 - a_2$.

Fig. 2. Handling negative operands

4) Addition of two vectors: We can add two vectors $A = (a_1, a_2, \ldots, a_m)$ and $B = (b_1, b_2, \ldots, b_m)$ and produce the sum vector $C = (c_1, c_2, \ldots, c_m)$ as:

$$c_i = \sum_{i=1}^{m} (a_i + b_i)$$  \hfill (5)

To carry out this operation, we do the following:

i) Set $g_{11} = a_1$, $g_{21} = a_2$, \ldots, $g_{1m} = a_m$.

ii) Set $g_{21} = b_1$, $g_{22} = b_2$, \ldots, $g_{2m} = b_m$.

iii) Set $V_1 = V_2 = 1$, and $V_3 = \ldots = V_n = 0$.

The sum is obtained as current values in each of the $m$ columns: $I_i = g_{1i} + g_{2i} = a_i + b_i$, for $i = 1, 2, \ldots, m$.

B. Scalar and Vector Multiplication

We show how multiplication can be carried out on the crossbar, where some of the operands can be scalar while some can be a vector as well.

1) Normal vector-matrix multiplication: The conventional VMM operation can be directly computed as:

$$I_{1 \times m} = V_{1 \times n} \times G_{n \times m}$$  \hfill (6)

where the $G$ matrix is fed as conductance values in the memristors, and the vector $V$ as voltages along the rows.

2) Multiplication of two vectors: Here, k-bit digital-to-analog converters (DACs) are used to generate $2^k$-valued voltage inputs $\{V_1, V_2, \ldots, V_n\}$ for the crossbar. Each $D_i$ represents a k-bit number in the range 0 to $2^k - 1$. We can compute the scalar product $p = a \times b$, where $0 \leq a, b, p < 2^k$.

One of the operands is stored as conductance value in the crossbar, while the other is applied as a k-bit number to the input of the DAC. The steps are:

i) Set $D_1 = a$, $g_{1i} = b$.

ii) Set $D_2 = D_3 = \ldots = D_n = 0$.

The final product is obtained as $I_1 = V_1 \cdot g_{1i}$.

3) Multiplication of a vector by a scalar: Here, we compute the product of a scalar $a$ and a vector $B = (b_1, b_2, \ldots, b_m)$, to generate the product $P = (p_1, p_2, \ldots, p_n)$:

$$p_i = a \times b_i$$  \hfill (7)

for $i = 1, 2, \ldots, m$. The required steps are as follows:

i) Set $D_1 = a$, $g_{1i} = b$.

ii) Set $g_{21} = b_1$, $g_{22} = b_2$, \ldots, $g_{2m} = b_m$.

The final product is: $I_1 = a \cdot b_1$, $I_2 = a \cdot b_2$, \ldots, $I_m = a \cdot b_m$.

4) Inner product of two vectors: We compute the inner product of vectors $A = (a_1, a_2, \ldots, a_n)$ and $B = (b_1, b_2, \ldots, b_n)$ as:

$$p = \sum_{i=1}^{n} (a_i \times b_i)$$  \hfill (8)

The vector $A$ is applied to the inputs of the DACs, and $B$ as conductance values in the first column. The steps are as:

i) Set $D_1 = a_1$, $D_2 = a_2$, \ldots, $D_n = a_n$.

ii) Set $g_{11} = b_1$, $g_{21} = b_2$, \ldots, $g_{1n} = b_n$.

The product is obtained as the current $I_1$ in the first column.

IV. ENHANCING BIT RESOLUTION FOR COMPUTATION

As discussed, k-bit data can be stored as conductance values in memristors, or applied as inputs to k-bit DACs. Although DACs with large k (say, > 32) can be designed, it is difficult to fabricate memristors with enhanced resolution (typically, $k < 8$). We present a technique to enhance the resolution of the data operands to some multiple of k.

The approach is illustrated in Fig. 3 for a single crossbar column. In Fig. 3(a), we show the $i^{th}$ column of the original crossbar, which is replaced by p columns as shown in Fig. 3(b) to provide $kp$ bits of resolution. The opamp computes the
The effective weights will be:
\[ g_{1i} = 2^k(p-1)g_{1i} + 2^k(p-2)g_{2i} + \cdots + g_{pi} \]
\[ g_{2i} = 2^k(p-1)g_{1i} + 2^k(p-2)g_{2i} + \cdots + g_{2i} \]
and so on.

Thus, each weight \( g_{ki} \) is replaced by a \( kp \)-bit weight \( G_{ki} = (g_{ki}^1, g_{ki}^2, \ldots, g_{ki}^p) \). It may be noted that
\[ V_{out,i} = \beta (V_1 G_{1i} + V_2 G_{2i} + \cdots + V_n G_{ni}) \quad (9) \]
where \( \beta \) is a constant.

### A. Addition with Enhanced Bit Resolution

Referring to Fig. 3(b), we illustrate the process of adding two \( kp \)-bit numbers. The numbers to be added are denoted as: \( A = (a^1, a^2, \ldots, a^p) \) and \( B = (b^1, b^2, \ldots, b^p) \), where \( a^i \) and \( b^i \) are \( k \)-bit quantities.

We initialize the memristors in the crossbar as follows:
\[ i) \text{ Set } g_{1i}^1 = a^1, g_{1i}^2 = a^2, \ldots, g_{1i}^p = a^p. \]
\[ ii) \text{ Set } g_{2i}^1 = b^1, g_{2i}^2 = b^2, \ldots, g_{2i}^p = b^p. \]
\[ iii) \text{ Set } V_1 = V_2 = 1, V_3 = \cdots = V_n = 0. \]

The final output is obtained as:
\[ V_{out,i} = 2^{k(p-1)}(g_{1i}^1 + g_{2i}^2) + 2^{k(p-2)}(g_{1i}^2 + g_{2i}^3) + \cdots + (g_{1i}^p + g_{2i}^1) \]
which is the sum of the two \( kp \)-bit numbers \( A \) and \( B \).

### B. Multiplication with Enhanced Bit Resolution

Again referring to Fig. 3(b), we assume that the DACs have \( kp \)-bit inputs. We feed the first number to the DAC in the first row, and set the second number as conductance values in the first row. In other words, we do the following:
\[ i) \text{ Set } D_1 = A, D_2 = D_3 = \cdots = D_n = 0. \]
\[ ii) \text{ Set } g_{1i}^1 = b^1, g_{1i}^2 = b^2, \ldots, g_{1i}^p = b^p. \]

We get the final output as:
\[ V_{out,i} = 2^{k(p-1)}(A * g_{1i}^1) + 2^{k(p-2)}(A * g_{1i}^2) + \cdots + (A * g_{1i}^p) \]
\[ = A \left( 2^{k(p-1)}g_{1i}^1 + 2^{k(p-2)}g_{1i}^2 + \cdots \right) \]
which is the product of the two \( kp \)-bit numbers \( A \) and \( B \).

### V. Analysis of Fault Tolerance Capability

In a previous work [19], the ideal accuracy of a crossbar was compared with the accuracy in the presence of faulty memristors. A similar approach is followed for analyzing the fault tolerance capability of the proposed architecture.

In [19], for analyzing the fault tolerance capability of crossbar, offline training approach is used. In offline training, the network is trained on a host system and the final trained weights are downloaded to the crossbar for evaluation. Initially the network is trained by considering the crossbar as ideal (i.e., zero fault), and the network is evaluated by downloading the learnt weights on the crossbar. In the next step, faults are injected into the crossbar and the network is evaluated again. If the accuracy of ideal case and faulty case does not differ by more than 1%, then the percentage of faults is increased. The maximum percentage of faults that can be tolerated is found out, with respect to the threshold of 1%.

A comparative analysis is depicted in Table I for \( p \)-bit resolution (2 ≤ \( p \) ≤ 5), for two of the benchmark datasets MNIST [20] and CIFAR-10 [21]. The column labeled Simple corresponds to a crossbar of \( p \)-bit memristors, where a \( p \)-bit weight is stored in a single memristor. The column Proposed is for the proposed architecture with enhanced bit resolution with \( k = 1 \) (each memristor with 1-bit resolution), where \( p \) columns are used to store a \( p \)-bit weight.

### Table I

<table>
<thead>
<tr>
<th>No. of Bits (p)</th>
<th>MNIST [20]</th>
<th>CIFAR-10 [21]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-bit</td>
<td>77.92</td>
<td>77.41</td>
</tr>
<tr>
<td>3-bit</td>
<td>79.06</td>
<td>80.13</td>
</tr>
<tr>
<td>4-bit</td>
<td>80.23</td>
<td>80.65</td>
</tr>
<tr>
<td>5-bit</td>
<td>81.40</td>
<td>82.04</td>
</tr>
</tbody>
</table>

It can be observed that the proposed architecture achieves a similar accuracy as compared to the Simple approach, where an ideal crossbar with \( p \)-bit resolution is assumed.

Fig. 4 shows the average variation in accuracy for multi-bit memristor for MNIST dataset for Simple and Proposed crossbar architectures with various % of faults. If the accuracy of the crossbar lies within the range marked by the red lines (less than ±1% variation), it is considered as tolerable. Plots for four different values of \( p \) are shown (2, 3, 4 and 5).

From the plots it can be observed that the proposed approach shows higher fault tolerance as compared to a simple crossbar where each weight is stored in a single memristor. This is because in the latter case, in the presence of fault the weight will become either 0 (stuck-at-low) or \( 2^k - 1 \) (stuck-at-high). However, in the proposed approach if one memristor is faulty, only a part of the weight gets affected as weights are stored across multiple memristors.

### VI. Case Studies for Approximate Computing

Referring to the typical values quoted in [22], the average latency for VMM is in the range 1-5\( \mu \)sec, including the delay of the DACs. Also, assuming an average row voltage of 2.5V, average resistance of 50kΩ, and average latency of 2.5\( \mu \)sec,
In order to show the applicability of our approach, we have performed a case-study, where we have chosen two error-tolerant applications from different fields. We show that even in the presence of faulty devices, using our proposed approach we can still achieve satisfying results for the given applications. As fault models we have used the most common ones, viz. stuck-at-1 and stuck-at-0 faults. We have assumed that e percent of the cells are faulty and they are randomly at stuck-at-1 or stuck-at-0 with the same probability of 50%.

1) Application 1: Image Smoothing:

a) Implementation Details: We have simulated the application of a Gaussian filter for image smoothing using a memristive crossbar. Here, we have simulated memristors with 4-bit resolution (i.e. each can store 4 bits). For the Gaussian filter, we have used the filter proposed in [23] and applied it to the well-known Lena benchmark. Here every pixel consists of three channels with each having a value between 0 and 255. Since we assume memristors with 4-bit resolution, two memristors are needed to store each 8-bit value. The Gaussian filter consists of 25 values and is convolved across the image. Here, two memristors in each of 25 wordlines are used to store the respective values. Consequently, each convolution can be computed using the presented method for the computation of an inner product of two vectors. As the values of the Gaussian filter are constant, we can parallelize this convolution operation, by using multiple bitlines within these wordlines to store adjacent values of the image. Here, we assume 16-bit wordsize. Consequently, as each value needs two memristors we can compute eight values of the convolution in parallel.

b) Results: The results are shown in Fig. 5. Fig. 5(a) shows the original Lena image to which we have applied random noise in Fig. 5(b). This results in a PSNR of 21.42. We have then applied the Gaussian filter with different values for e ∈ {0%, 5%, 10%, 20%}, which can be seen in Fig. 5(c)-(f), respectively. It can be seen that even with e = 20% faulty cells, the PSNR can be enhanced using Gaussian filter compared to the disturbed image to which the filter has been applied. It is interesting to see that the simulated errors of the cells cause a systematic disturbance in the final output of the algorithm (vertical lines in Fig. 5(d)-(f)). This is due to the fact that we assume that the same cells are reused after every computation in order to keep the overhead of the used area low.

2) Application 2: k-Nearest Neighbor Classification:

a) Implementation Details: In order to implement our error model, we have used the repository [24] as basis. This repository comes with the Iris plant dataset [25] that consists of 150 samples assigned to one of three classes. We divide these samples into a training dataset with 120 images and a test dataset that contains 30 images randomly. In order to allow for in-memory computation, we have converted the coordinates of the data points, which are given as four floating point numbers, to four unsigned 16-bit fixed point numbers, with 12 bits used for the decimal part. Since we assume memristors with 4-bit resolution, four cells are needed to store each dimension of the coordinate for a data point. We assume that all points of the dataset are stored within the crossbar. Consequently, some are distorted due to the stuck-at-1 and stuck-at-0 faults. To compute the distance between two data points, we assume that the presented method for the subtraction of two vectors is used. This way, the difference between two values can be computed. Then, in order to compute the square of such a difference, we assume that the difference is first stored to random cells within a wordline and then the difference is applied as voltage to the wordline.
Here, we assume that the memristors used are faulty with the probability \( e \). Finally, the squares have to be summed. Again, here we assume that random cells are used and consequently, the memristors in which the squared differences are stored are faulty with the probability \( e \) and the placement of the faulty cells. Note that we can skip computing the root of this sum, since \( \sum_i a^2 < \sum_i b^2 \implies \sqrt{\sum_i a^2} < \sqrt{\sum_i b^2} \) and only this relation is important to identify the \( k \) nearest neighbors. In our experiments, we have used \( k = 5 \).

![Fig. 6. Evaluation of the accuracy of the kNN classifier with faulty cells.](image)

b) Results: In our experiments, we have applied the kNN classifier for \( e \in [0\%, ... , 50\%] \). We have applied it 1000 times to the dataset. The results can be seen in Fig. 6, which shows the mean accuracy of the test dataset over all runs for different values of \( e \). Initially, if no cells are faulty, the accuracy is at 96.67%. We can see that the accuracy of the classifier stays almost above 80% on average, if the percentage of faulty cells \( e \) stays above 17%. However, we can see that even with 50% faulty cells, the results are still classified with more than 40% accuracy on average, which is still significantly better than 33% which would be guessing.

It is worth noting that the quality of the results does vary depending on where the faulty cells are. For \( e = 10\% \), the highest accuracy obtained is 96.67% which is same as the result when no cells are faulty. The lowest accuracy is 73.33% resulting in a difference of upto 23%, depending on \( e \). However, finding erroneous cells and adjusting the placement of the operands depending on their position and their respective faults is beyond the scope of this paper.

VII. Conclusion

In this paper we show how the memristor crossbar can be used for performing various scalar and vector arithmetic operations. We also present a method to enhance the resolution of data operands and show how different operations can be performed with higher resolution. We also analyze the fault tolerant capability of the approach. We further show how these operations can be used in AC applications where a compromise is possible with respect to computational accuracy. We have considered two error-tolerant applications, viz. image smoothing and \( k \)-nearest neighbor classification, and analyzed their performance on memristor based crossbar.
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