Abstract—Debugging techniques assist a developer in localizing and correcting faults in a system’s description when the behavior of the system does not conform to its specification. Two fault localization techniques are model-based diagnosis and error explanation. Model-based diagnosis computes a subset of the system’s components which when replaced correct the system. Error explanation determines potential causes of the system’s misbehavior by comparing faulty and correct execution traces. In this paper we focus on fault localization for imperative, non-concurrent programs. We compare the two fault localization techniques in a unified setting presenting SAT-based algorithms for both. The algorithms serve as a vantage point for a fair comparison and allow for efficient implementations leveraging state-of-the-art decision procedures. Firstly, in our comparison we use constructed programs to study strengths and weaknesses of the two fault localization techniques. We show that in general none of the fault localization techniques is superior but that the computed fault candidates depend on the program structure. Secondly, we implement the SAT-based algorithms in a prototype tool utilizing a Satisfiability Modulo Theories (SMT) solver and evaluate them on mutants of the ANSI-C program TCAS from the Software-Artifact Infrastructure Repository (SIR).
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I. INTRODUCTION

Functional verification and debugging activities account for more than half of the total development time of a system. Functional verification attempts to detect misbehavior of a system by checking conformance of the system’s behavior to a specification. Debugging deals with localizing and correcting known misbehavior in the system’s description.

In industrial applications, verification and debugging are still done manually. Developers or verification engineers extensively simulate and test the system guided by the specification to identify and correct misbehavior which is often complicated, frustrating and time-consuming. Automated techniques have the potential to reduce the labor-intensive manual burden needed for verification and debugging and to decrease the overall time-to-market. Fault localization has been recognized as the most challenging and laborious task in the debugging process [1].

In this paper we focus on automated fault localization techniques for systems described as imperative, non-concurrent programs. Given the source code of a program which does not conform to its specification, a fault localization technique attempts to exactly pinpoint the misbehavior to the part of the source code that is faulty.

Fault localization techniques divide into two broad categories. The first category [4], [5], [6], [7] is based on Model-Based Diagnosis (MBD) [2], [3]. MBD searches for components of the program that when replaced correct the program’s misbehavior. Thus, fault localization is closely related to program repair, i.e., a component is potentially faulty if and only if (iff) replacing the component makes the program correct. The second category is formed by explanation-based techniques [8], [9], [10], [11], [12], [13] which “explain” a misbehavior by comparing the differences (and similarities) between faulty and correct execution traces.

Both techniques have their merits. MBD-based techniques directly point to potentially faulty components. However, the number of potentially faulty components is usually large. Explanation-based techniques attempt to understand the symptoms of a system’s misbehavior on a particular execution trace. The technique identifies parts of a faulty execution trace that can be changed to satisfy the specification.

There is only little work in comparing (and combining) MBD-based and explanation-based techniques [14], [15]. Köb and Wotawa [14] compare the reported results of an MBD-based and an explanation-based technique for a concurrent program which implements a simple locking protocol. They concluded that an automatic debugging environment can profit from both techniques. Fey et al. [15] describe a debugging approach for sequential circuits given as Hardware Description Language (HDL)-designs. They use a combination of an MBD-based and an explanation-based technique to improve the resolution of their approach.

In this paper we compare an MBD-based and an explanation-based fault localization technique. Both techniques allow for certain design choices. We adopt the techniques to provide a unified setting and to allow for a fair comparison. In particular, the MBD-based technique is similar to the approach described by Smith et al. [5] but focuses on fault localization in software programs rather than hardware circuits. The explanation-based technique is an adaption of error explanation [13].

We present algorithms to formalize the fault localization problem with respect to both techniques into logic formulae. The inputs are the source code of an imperative, non-concurrent program and a formal specification which is either given by local assertions annotated into the program’s source or by a reference implementation of the program. The output is a set of potentially faulty program locations which we call fault candidates. The logic formulae are solved leveraging state-of-the-art decision procedures for the Satisfiability (SAT)
problem. A satisfying assignment corresponds to one fault candidate. We use incremental SAT to enumerate all fault candidates, i.e., we repeatedly check for satisfiability, extract the satisfying assignment, and block the assignment until the logic formulae become inconsistent. However, we do not need to enumerate all possible assignments of the logic formula but focus on a specific subset of the variables introduced for fault localization.

Our SAT-based algorithms are implemented in a prototype tool which uses Quantified-Free Bit-Vector Logic (QF_BV) and solves the logic formulae with the aid of a Satisfiability Modulo Theories (SMT) solver.

Our comparison identifies strengths and weaknesses of the fault localization techniques. The contribution of the paper is threefold:

1) We present algorithms, called MBD and BEST-EXPLAIN, for formalizing fault localization with respect to both techniques into instances of the satisfiability problem to form a unified framework for comparison. The algorithm MBD refers to classical model-based diagnosis leveraging multiple counterexamples. The algorithm BEST-EXPLAIN refers to a new generalization of error explanation which searches for the most similar pair of a faulty and a correct execution trace. Moreover, it is the first implementation of error explanation leveraging incremental SAT instead of Pseudo-Boolean (PB) constraint solving.

2) We study the fault localization techniques on constructed programs and show that depending on the program the fault candidates obtained with the two techniques can be very different, i.e., one of the techniques pinpoints the fault whereas the other reports fault candidates for almost all program locations.

3) We compare the fault localization techniques experimentally in a case study using mutants of the program TCAS from the Software-Artifact Infrastructure Repository (SIR) [16]. We implemented a prototype tool to compute fault candidates with MBD and BEST-EXPLAIN. We assess the quality of the fault candidates similar to Reniers and Reiss [11], i.e., we count their distance from the real faults with respect to a reference implementation of TCAS on the Program Dependency Graph (PDG). The distance refers to the length of the cause-effect chain the programmer has to examine in order to locate the real fault.

The remainder of the paper is structured as follows. In Section II, we present a simple program model and establish notation to encode a program into logic. In Section III, we introduce the two fault localization techniques, and describe algorithms for formalizing them into instances of the satisfiability problem. In Section IV, we identify strengths and weakness of the two techniques and study them in the context of constructed programs. In Section V, we present a case study using the ANSI-C program TCAS. Section VI concludes the paper.

II. PRELIMINARIES

A. Program Model

1) Preprocessing: We use a bounded model checking approach for software programs similar to Kröning et al. [17] using loop unrolling and Static Single Assignment (SSA) form [18]: given an imperative, non-concurrent program \( P \) and an unrolling bound \( k \), we unroll loops and recursive functions in the program with respect to \( k \) and transform the unrolled program into SSA form. Additionally, we assume that function calls have been inlined to simplify the following presentation. We denote this transformation by \( \text{Preprocess}(P, k) \). The resulting program \( P^k \) contains no loops and no function calls and consists of statements over program variables, constants, and labels. The program is in SSA form, i.e., the value of each program variable is assigned on its first appearance in the program’s source code and then remains constant.

2) Syntax and Semantics: In the following, we use the symbols \( s, l, v, \) and \( c \) (with or without indices) to denote statements, labels, program variables, and constants, respectively. Moreover, \( w \) (with or without index) is used to denote a program variable or constant. Each statement has a unique label. We write \( s(l) \) to denote the statement at label \( l \). A statement is either an assignment statement, a branching statement, or a phi statement.

An assignment statement is of the form \( v_r := e_u(w_1) \) or \( v_r := e_b(w_1, w_2) \), where \( e_u \) and \( e_b \) are expressions and \( w_1 \) and \( w_2 \) are program variables or constants, respectively. We allow all usual arithmetic, relational, and logical expressions with the expected semantics, e.g., the logic negation \( \text{!} v_1 \), the arithmetic negation \( -v_1 \), or the arithmetic addition \( v_1 + v_2 \). The assignment statement evaluates the expression on the Right-Hand Side (RHS) by interpreting the semantics of the operators in the expression with the program variables or constants as operands and assigns the resulting value to the program variable \( v_r \) on the Left-Hand Side (LHS) when executed.

A branching statement is either of conditional form if \( v_c \) then goto \( l_1 \) else goto \( l_2 \) or of unconditional form goto \( l \), where \( v_c \) is a program variable and \( l_1, l_2, \) and \( l \) are labels. The branching statement changes the flow of control in the program, i.e., it jumps to a statement at a particular label in the program when executed. The conditional branching statement jumps to \( s(l_2) \) if the value of \( v_c \) is equal to 0 and jumps to \( s(l_1) \) otherwise. The unconditional branching statement jumps under all conditions to \( s(l) \).

A phi statement \( v_r := \phi([w_0, l_0], [w_1, l_1], ..., [w_n, l_n]) \) denotes a special function which selects the program variable or constant \( w_j, 0 \leq j \leq n \), and assigns its value to \( v_r \) if the statement \( s(l_i) \) was most recently executed before the phi statement with respect to the statements \( s(l_{ik}), 0 \leq k \leq n \). The phi statements establish the transformation into SSA form without the need for the introduction of identity assignments [19]. A \( \phi \)-function is used when the value assigned to a program variable cannot be determined statically but depends on the control flow of the program when executed.

A program is syntactically described as a sequence of statements. The semantics of a program corresponds to a
semantic function over a set of program variables with a distinguished subset of input variables and a distinguished subset of output variables. We say a program is deterministic if an assignment to the input variables implies a unique assignment to all other program variables in order to satisfy the semantics of the statements. Otherwise, we say the program is non-deterministic. In the following, we focus on deterministic programs.

B. Encoding the Program

1) Formalization into a Logic Formula: The semantics of each statement can be formalized to obtain a logic formula. For each program variable, we introduce a logic variable which symbolically represents all possible values of the program variable. In the following, we use the symbols $x$ and $d$ (with or without indices) to denote logic variables and constant values, respectively.

We call the transformation from the program into a logic formula the logic encoding. The logic of choice may be propositional logic or propositional logic enriched with word-level data types and operations, e.g., QF_BV logic. Logic variables and word-level operations then need to be mapped into the respective primitives of the logic in use. Following an eager approach, we lower word-level operations when needed to semantically equivalent logic formulae using Boolean connectives similar to Tseitin’s encoding [20]. We denote the logic formula which describes the semantics of the statement $s$ by $\text{Encode}(s)$ and extend the definition of $\text{Encode}$ to programs. Let $P$ be a program consisting of statements $s_1, 0 \leq i \leq n$, then $\text{Encode}(P) := \bigwedge_{i=1}^{n} \text{Encode}(s_i)$.

In the following, we abstract from the logic encoding to simplify notation and describe the program $P$ by a logic formula $\phi$ over the logic variables $x_i, 0 \leq i \leq r$, rather than the real logic primitives used to encode the logic variables.

Suppose $P$ is a program encoded into the logic formula $\phi$. We use $\text{Vars}(\phi)$ to refer to the set of all logic variables of $\phi$ and separate $\text{Vars}(\phi)$ into two disjoint subsets $\text{In}(\phi)$ and $\text{Aux}(\phi)$. We call $\text{In}(\phi)$ the input set of $\phi$ which is the set of logic variables corresponding to the input variables of $P$ and we call $\text{Aux}(\phi) := \text{Vars}(\phi) \setminus \text{In}(\phi)$ the auxiliary set.

Lastly, we use $(p_0, p_1, \ldots, p_k) := \text{Encode}(P, k)$ as shorthand for $p_i := \text{Encode}(P), 0 \leq i \leq k$. The sets $\text{Vars}(p_i)$ of logic variables are pairwise disjoint, i.e., $\text{Vars}(p_i) \cap \text{Vars}(p_j) = \emptyset$ for all $i \neq j$ and $0 \leq i, j \leq k$.

2) Solving Logic Formulae: We leverage a decision procedure for the satisfiability problem with respect to the logic in use, i.e., a SAT solver or an SMT solver, to decide the satisfiability of the logic formula and assume that the solver returns a satisfying assignment in case the logic formula is satisfiable.

We denote a call to a SAT or SMT solver by $\text{SAT}(\phi)$, where $\phi$ is a logic formula over logic variables to be checked for satisfiability. We assume that a SAT or SMT solver is a sound and complete decision procedure, i.e., the solver returns true iff $\phi$ is satisfiable. We use $\text{Model}(\phi)$ to denote an arbitrary model of the logic formula $\phi$, i.e., a satisfying assignment for $\phi$ in case it is satisfiable and undefined values otherwise. Thus, before $\text{Model}(\phi)$ is used, the logic formula $\phi$ needs to be checked for satisfiability. This reflects the behavior of common SAT and SMT solvers. Additionally, we use $\text{Model}(V, \phi)$ with a second parameter $V$ to denote the model restricted to a certain subset $V \subseteq \text{Vars}(\phi)$. Omitting the second parameter in $\text{Model}(\phi)$ is equivalent to $\text{Model}(\phi, \text{Vars}(\phi))$.

For the sake of simplicity, we assume that $\text{Model}(\phi)$ is a model in terms of the logic variables when $\phi$ is a logic formula over logic variables $x_i, 0 \leq i \leq r$, i.e., the real model with respect to the logic in use is implicitly mapped to the logic variables. The model can then be written as an assignment $t := (x_0 = d_0, x_1 = d_1, \ldots, x_r = d_r)$ of constant values $d_0, d_1, \ldots, d_r$ of the corresponding domains to the logic variables $x_0, x_1, \ldots, x_r$. We say that the assignment $t$ for the logic formula $\phi$ is satisfying iff $\phi(t)$ is satisfied when $x_i$ is replaced by $d_i$ for all $0 \leq i \leq r$. Moreover, an assignment $t$ is complete (with respect to $\phi$) if $t$ assigns a value to all logic variables $x \in \text{Vars}(\phi)$ and partial otherwise.

A common operation when SAT or SMT solvers are used is restricting a particular set of possible assignments of a logic formula. We define a restriction operator $|_{\varphi}$ in terms of the logic variables. Suppose $\phi$ is a logic formula and $t := (x_0 = d_0, x_1 = d_1, \ldots, x_r = d_r)$ is a possibly partial assignment to the logic variables, we define the positive restriction $\phi|_{t} := \phi \land (\bigwedge_{i=0}^{n} (x_i = d_i))$ and the negative restriction $\phi|_{\neg t} := \phi \land (\bigvee_{i=0}^{n} (x_i \neq d_i))$. We extend the definition of the restriction operator $|_{\varphi}$ to sets of assignments to logic variables. Let $\phi$ be a logic formula over logic variables and $t_0, t_1, \ldots, t_r$ be assignments to logic variables, then we define $\phi|_{\{t_1, t_2, \ldots, t_r\}} := ((\ldots ((\phi|_{q_0})|_{q_1}) \ldots)|_{q_r})$ with $q_i \in \{t_i, \neg t_i\}$ for $0 \leq i \leq r$. We use $\phi|_{T}$ as a shorthand for $\phi|_{\{t_1, \neg t_2, \ldots, \neg t_r\}}$ where $T := \{t_1, t_2, \ldots, t_r\}$ is a set of assignments to logic variables.

C. Formal Specification

A formal specification is a set of logic properties which describe the correct behavior of a program. The formal specification is either provided by local assertions annotated into the program’s source code or by a reference implementation of the program. In both cases the formal specification is encoded into a logic formula with an approach similar to the description above. When a reference implementation is used, the encoded program and the encoded specification share the same logic variables for inputs and outputs.

We use $\varphi$ (without indices) to denote the logic formula obtained from encoding the formal specification. In our algorithms for fault localization, we often need multiple copies of the formal specification, each with its own set of logic variables. Thus, we use $\varphi_i$ with index $0 \leq i \leq n$, to refer to logic formulae syntactically equivalent to $\varphi$ where the set of logic variables $\text{Vars}(\varphi_i)$ and $\text{Vars}(\varphi_j)$ of each pair $(\varphi_i, \varphi_j)$ of logic formulae are pairwise disjoint for $i \neq j$ and $0 \leq i, j \leq n$.

D. Fault Model

We focus on fault localization, i.e., in our setting the program’s source code does not conform to its formal specification. We deal only with simple mistakes which have
one root cause but may manifest in the program’s source code as multiple faulty program locations. For instance, a programmer erroneously assumes that array indices start at index 1 instead of index 0. The mistake has one root cause, the misunderstanding of array indexing in the programming language, but manifests in the program’s source code as multiple faulty program locations corresponding to all array accesses in the program.

Consider a faulty program \( P \) with a simple mistake. We use the closest reference implementation \( P' \) to \( P \) to classify the mistake. The closest reference implementation is the program with the smallest number of changes with respect to \( P \) which conforms to the formal specification. We distinguish six types of simple changes: (1) An operator mutation which refers to a change of a relational or arithmetic operator. (2) A logic mutation which refers to a change of a logic operator. (3) A variable mutation which refers to the replacement of a program variable with a constant or another program variable in the scope. (4) A constant mutation which refers to the change of a constant value. (5) Additional code which refers to an additional statement in \( P \) with respect to \( P' \). (6) Missing code which refers to a missing statement in \( P \) with respect to \( P' \). Moreover, we say a complex change refers to any change which does not fit to one of the simple changes.

We define a fault as a simple change, i.e., a fault corresponds to a single statement. A complex change corresponds to multiple faults. However, for complex faults we are often unable to distinguish between replacements, additional code, and missing code. We refer to a fault in a statement \( s \) with label \( l \) either by saying that the statement \( s \) or the statement \( s(l) \) at label \( l \) is faulty.

Suppose \( P \) is a faulty program. A fault influences the program’s behavior when the program is executed, i.e., the semantics of the program diverges from the expected semantics. When the developer (or user) is confronted with unexpected misbehavior of the program, i.e., the program does not conform to the specification, a symptom of the fault becomes observable. For instance, a test case fails unexpectedly or a logic property of a formal specification is refuted by the program. In the following, we say that the observable symptoms of a fault are failures.

The fault localization problem is to trace a failure to its root cause. An “ideal” fault localization technique would precisely report a fault for each program location which is faulty. However, in general there is an unlimited number of possible corrections for a particular fault and thus the “ideal” technique does not exist. When an exact localization is not possible, the fault localization technique determines a proper subset of the statements of the program that may be faulty, the so-called fault candidates. The major obstacle in fault localization is the large number of fault candidates that need to be manually examined in order to identify the real faults.

Figure 1 and 2 show the programs \( Q_0 \) and \( R_0 \), respectively, which we use as running examples. Each program has one injected fault. The program code complies to the program model introduced in Section II-A. However, we make two simplifying assumption: (1) we assume that all program variables and constants are of integer type and (2) we avoid dealing with overflow semantics but assume that the values of all program variables and constants are restricted such that no overflows are possible. Moreover, to improve readability we use special names \( i_0, i_1 \), and \( a_0 \) to distinguish the program’s input and output variables from other program variables.

The injected faults manifest themselves in the program code as erroneous constant values, i.e., the changes are constant mutations. We mark the faults in the program code symbolically with the special operator \( \text{error} \). The operator \( \text{error} \) takes a constant value \( c \) as operand and evaluates to a constant value \( c' \neq c \) when executed. The program becomes correct if \( \text{error}(c) \) is replaced by \( c \), where \( c \) is a constant value. We denote the correct programs with a superscript \( C \). For instance, to obtain the correct program \( Q_0^C \) from \( Q_0 \) the expression \( \text{error}(c_2) \) has to be replaced by \( c_2 \). The program \( Q_0 \) results in failure if executed on input \( i_0 \neq c_0 \) and the program \( R_0 \) results in failure if executed on input \( i_1 = 0 \) regardless of the value assigned to \( i_0 \). For all other inputs the two programs behave correctly, i.e., the programs and their reference implementations compute the same output when executed on the same input.

### III. Fault Localization

In this section we introduce the two fault localization techniques. For each technique we describe the general idea and present an algorithm for formalizing the fault localization problem into instances of the satisfiability problem. The MBD-based technique, called MBD, is motivated by Reiter’s fault diagnosis framework [2] but adapted for software programs. Our approach is similar to the technique described by Smith et al. [5] but focuses on software programs rather than hardware circuits. However, we do not need test cases as part of the input but use model checking to “extract” the test cases from a fixed number of counterexamples.

The explanation-based technique, called BEST-EXPLAIN, is an adaption of error explanation [13]. Given a counterex-
ample, error explanation searches with the aid of a model checker for the most similar execution trace that satisfies the formal specification. However, we do not use an initial counterexample, instead we search for the most similar pair of faulty and correct execution traces to explain a failure. The differences are then mapped to the program’s source code to identify fault candidates.

Our setting is unified in the sense that both techniques, MBD and BEST-EXPLAIN, are based on a model checker and use the same input data, a program, a formal specification, and an unrolling bound, to calculate a set of fault candidates. Additionally, the accuracy of MBD can be tuned by specifying the number of counterexamples used for fault localization.

A. Model-Based Diagnosis

For the general description of MBD, we follow in terms and notation Reiter [2] and adapt the description to fault localization when needed: a system’s description, a model of a system, consisting of components and a set of observations about the correct behavior of the system are given. Both the system’s description and the observations are formalized as logic sentences SD and OBS, respectively. The components of the system are defined as COMP.

We focus on fault localization in the system’s description, i.e., the system’s description and the observations are inconsistent because the system’s description contains one or more faults. The goal of MBD is to determine a subset COMP’ ⊆ COMP of the components that are responsible for the inconsistency and serve as fault candidates. In order to determine this subset, an abnormal predicate AB(c) is introduced for each component c ∈ COMP. The component c behaves as usual if the abnormal predicate is false and behaves non-deterministically otherwise. For each component c ∈ COMP, this is formally expressed as ¬AB(c) → Behavior(c), where Behavior(c) is a logic sentence which describes the normal behavior of c. A subset COMP’ ⊆ COMP is a set of fault candidates iff SD ∪ OBS \ {¬AB(c) | c ∈ COMP \ COMP’} is consistent.

Reiter [2] proposed a hitting set algorithm to determine a minimal set COMP’ ⊆ COMP of fault candidates. A set of fault candidates is minimal iff no proper subset COMP'' ⊂ COMP’ is a set of fault candidates. The size |COMP’| of a set of fault candidates is the number of elements of the set.

Procedure 1 shows our MBD-based fault localization algorithm in pseudo code. Similar to Smith et al. [5] and Fey et al. [7], our algorithm relies on a SAT solver. The input of the algorithm is the source code of a program P, a formal specification ϕ, and an unrolling bound k. The number l of counterexamples used for fault localization can be provided to tune the algorithm’s accuracy. Intuitively, the algorithm computes a non-deterministic repair with respect to the inputs of all blocked counterexamples, i.e., a subset of the program statements is selected which when replaced with non-deterministic behavior make the program conform to its formal specification. The counterexamples are obtained using SAT-based bounded model checking. The output of the algorithm is a set of fault candidates.

Procedure 1: MBD-Based Fault Candidate Computation

Input: the source code P of a program, a formal specification ϕ, an unrolling bound k, a number l of counterexamples

Output: a set of fault candidates FC

1. begin
2. \( P^k := \text{Preprocess}(P_k); \)
3. \( \hat{p}_1 := \text{Encode}(P^k); \)
4. \( C := \emptyset, l' := 0; \)
5. \( \psi := \hat{p}_1 \land \neg\phi; \)
6. while SAT(\(\psi\)\(\neg C\)) \(\land (l' < l)\) do
7. \( C := C \cup \text{Model}(\psi\neg C); \)
8. \( l' := l' + 1; \)
9. end
10. let \((c_1, c_2, \ldots, c_{l'}) := C; \)
11. \((\hat{p}_2, \hat{p}_3, \ldots, \hat{p}_{l'}) := \text{Encode}(P^k, l' - 1); \)
12. \((\hat{p}_1, \hat{p}_2, \ldots, \hat{p}_{l'}, AB) := \text{AbnPd}(P^k, (\hat{p}_1, \hat{p}_2, \ldots, \hat{p}_{l'})); \)
13. \( \psi := \bigwedge_{i=1}^{l}(\hat{p}_i \land \phi_i) \lor \bigwedge_{c_i \in AB} a = 1; \)
14. \( F := \emptyset; \)
15. while SAT(\(\psi\)
\(\neg\)F) do
16. \( m := \text{Model}(\psi\neg F, AB); \)
17. \( F := F \cup \{m\}; \)
18. end
19. \( FC := \text{MapToSource}(F); \)
20. return FC;
21. end

First, we preprocess and encode P to obtain the logic formula \(\hat{p}_1\) as described in Section II-A1 (line 2-3). We generate \(l'\) different counterexamples with respect to the formal specification (line 4-10) by checking the satisfiability of the logic formula \(\hat{p}_1 \land \neg\phi\) with the aid of a SAT solver. Initially, we start with an empty set of counterexamples \(C\) (line 4) and successively block them in the following iterations until either the number of counterexamples \(l\) has been reached or all counterexamples have been explored and the logic formula becomes unsatisfiable. We call the actual number of generated counterexamples \(l' \leq l\). In practice \(l'\) is usually equal to \(l\). The counterexamples are collected in a set and blocked using the restriction operator (line 7). To simplify notation, we refer to the set of counterexamples as an ordered sequence which is expressed using the let keyword in the pseudo code (line 10).

Then, we encode the program P again to obtain \(l'\) syntactically equivalent formulae \(\hat{p}_i, 1 \leq i \leq l'\) (line 11) with \(l' \leq l\). Also, we duplicate the formal specification to obtain \(l'\) syntactically equivalent logic formulae \(\phi_i, 1 \leq i \leq l'\). Recall that each of these logic formulae uses its own set of logic variables.

We add abnormal predicates to the logic formulae \(\hat{p}_i, 1 \leq i \leq l'\), denoted by AbnPd (line 12). In our setting a component is a statement. We introduce one abnormal predicate per statement and reuse the abnormal predicates for the same statements in different logic formulae \(\hat{p}_i\). Let \(P\) be a program consisting of statements \(s_i, 0 \leq i \leq n\), and let \(a_i, 0 \leq i \leq n\), be abnormal predicates, we define...
\[ \hat{p} = \bigwedge_{i=0}^{n} (\neg a_i \rightarrow \text{Encode}(s_i)) \]. The abnormal predicates can be used to “disable” the behavior of particular statements of \( P \): if an abnormal predicate \( a_i \) is assigned true, the corresponding clause \((\neg a_i \rightarrow \text{Encode}(s_i))\) is satisfied without the need for checking the satisfiability of \( \text{Encode}(s_i) \).

If an abnormal predicate is assigned false, the behavior of that statement is not changed, i.e., the corresponding clause reduces to \( \text{Encode}(s_i) \). We use a mapping \( \text{stmt}_{ab}(a) = s \) to map an abnormal predicate \( a \) to the statement \( s \) when \((\neg a \rightarrow \text{Encode}(s))\) is a clause in \( \hat{p} \). The abnormal predicates in all logic formulae \( \hat{p}_i \), \( 1 \leq i \leq \ell' \) are the same, i.e., setting an abnormal predicate \( a \) to true disables the behavior of the statement \( \text{stmt}_{ab}(a) \) in all logic formulae \( \hat{p}_i \), \( 1 \leq i \leq \ell' \). We use \( \text{AB} \) to denote the set of all abnormal predicates.

Lastly, we restrict the assignments to the inputs of the logic formulae \( \hat{p}_i \) to the values of the counterexamples and enforce with a cardinality constraint that exactly one abnormal predicate is true (line 13), i.e., we search for an assignment to the abnormal predicates that satisfies the formal specification \( \varphi \) over the input values of the counterexamples. Assuming that there is only one faulty program statement, \( \text{MBD} \) can pinpoint the fault utilizing one abnormal predicate.

However, our fault model introduced in Section II-D considers multiple faulty program locations, too. Thus, in our setting we cannot guarantee that \( \text{MBD} \) will compute a fault candidate which corresponds to the real fault. All assignments to the abnormal predicates are systematically blocked (line 14-18) and mapped to the corresponding statements in the program’s source code (line 19) denoted by \( \text{MapToSource} \), i.e., we collect a statement \( s \) as a fault candidate if there is an assignment \( a \in F \) which assigns an abnormal predicate \( a = 1 \) with \( \text{stmt}_{ab}(a) = s \).

### B. Error Explanation

Our explanation-based technique is an adaption of error explanation [9], [13]. The underlying motivation of error explanation arises from the counterfactual approach to causality [21]. The key idea is that an observed effect \( e \) is causally dependent on a cause \( c \) in an environment \( E \) if for all environments \( E' \) similar to \( E \) it is more likely that the removal of the cause \( c \) also removes the effect \( e \) than removing the cause \( c \) without the effect \( e \). The difference (and similarity) of the environments \( E \) and \( E' \) is expressed by means of a distance metric over possible environments. A distance metric over a set \( S \) is any binary function \( d : S \times S \rightarrow R \) that is positive definite, symmetric, and satisfies the triangle inequality.

In error explanation, the execution traces of a program \( P \) serve as the possible environments, the cause is a fault, and the effect is a failure. An execution trace corresponds to a terminating path with respect to the control flow of the program and is formalized as a complete assignment to all logic variables. Once all logic variables are assigned to a value, the sequence of statements to be executed is fixed. The difference of two execution traces is measured using the Hamming distance [22] defined on execution traces. Given two execution traces \( t := (x_0^t = c_0^t, x_1^t = c_1^t, \ldots, x_r^t = c_r^t) \) and \( t' := (x_0^{t'} = c_0^{t'}, x_1^{t'} = c_1^{t'}, \ldots, x_r^{t'} = c_r^{t'}) \) of \( P \) of finite length \( r \), where \( x_i^t \) are logic variables and \( c_i^t \) are constant values with \( \tau \in \{t, t'\} \) and \( 0 \leq i \leq r \). The distance \( d(t, t') \) is defined as \( d(t, t') := \sum_{i=0}^{r} \Delta(i) \) where \( \Delta(i) = 1 \) iff \( c_i^t \neq c_i^{t'} \). An execution trace is correct if the assignment to the logic variables satisfies the formal specification, i.e., no assertion statement along that path fails or the values of the output variables are equal to the values of the output variables of a reference implementation when executed on the same inputs. Otherwise, the execution trace is faulty. In error explanation, a model checker is used to determine a counterexample which serves as a faulty execution trace. In order to obtain a set of fault candidates, a correct execution trace with minimal distance to the counterexample is computed. The differences between the two execution traces are then examined on the source code of the program.

We adapt error explanation for fault localization rather than explaining counterexamples. Procedure 2 shows our explanation-based fault localization algorithm, called \text{BEST-EXPLAIN}, in pseudo code. The input and output of the algorithm, the preprocessing, and the encoding (line 2,3) are similar to \( \text{MBD} \). In \text{BEST-EXPLAIN}, however, we encode the program only twice into the logic formulae \( \hat{p} \) and \( \hat{p}' \) (line 3).

\begin{itemize}
  \item Our \text{BEST-EXPLAIN} algorithm searches for the most similar pair of a correct and a faulty execution trace, i.e., a faulty and a correct execution trace with minimal distance, and collects the statements corresponding to the differences of the two traces as fault candidates. We formalize this as an optimization problem similar to Groce et al. [13] which minimizes the distance between the logic variables of the two logic formulae \( \hat{p} \) and \( \hat{p}' \). Notice that \text{BEST-EXPLAIN} is different from the original error explanation algorithm because it searches for both the correct and the faulty execution trace by minimizing the distance between all program variables.
  \item We introduce Boolean variables \( d_i \), \( 0 \leq i \leq m \), for corresponding pairs of logic variables of \( \hat{p} \) and \( \hat{p}' \), where \( m \) is the
\end{itemize}
number of logic variables in \( \tilde{p} \) and \( \tilde{p}' \), respectively, (line 6.7). We then define \( \Delta := \sum_{i=0}^{m} d_i \) as the arithmetic sum of the Boolean variables \( d_i, 0 \leq i \leq m \).

We use \( (\Delta = k) \) as the optimization criterion and minimize it by iteratively calling a SAT solver. The optimization is denoted by \( k' = \text{MIN}(\psi \land (\Delta = k), k, m) \) in the pseudo code (line 9), where \( \psi \land (\Delta = k) \) is the logic formula, \( k \) is the parameter to be minimized, and \( m \) serves as a trivial upper bound for \( k \). We start with checking whether \( \psi \land (\Delta = m) \) is satisfiable and use binary search to determine the minimum \( k' \) such that \( \psi \land (\Delta = k') \) is satisfiable but \( \psi \land (\Delta = k' - 1) \) is unsatisfiable for all \( l > 0 \). Then, we extract a model \( v \) of \( \psi \land (\Delta = k') \) for the Boolean variables \( d_i, 0 \leq i \leq m \) (line 10). We map the model \( v \) to the source code of the program \( P \) and determine the fault candidates \( FC \) similar to \( MBD \) denoted by MapToSource (line 11). Different from \( MBD \), MapToSource collects the statements with corresponding Boolean variables \( d_i = 1, 0 \leq i \leq m \), in \( v \).

**IV. Comparison**

In this section we compare \( MBD \) and error explanation on constructed programs. We show that depending on the program the fault candidates computed by the two fault localization techniques can be very different. In particular, we construct programs for which one of the techniques computes less fault candidates than the other and show that by systematically adding statements the difference between the sets of fault candidates grows.

We use the two faulty programs \( Q_0 \) and \( R_0 \) from Section II-D. Suppose \( MBD \) and BEST-EXPLAIN define functions \( FC_d \) and \( FC_e \) which map a program to the number of computed fault candidates. We generalize the programs \( Q_0 \) and \( R_0 \) to sequences of faulty programs \( (Q_k)_{k \in \mathbb{N}} \) and \( (R_k)_{k \in \mathbb{N}} \) where \( Q_{i+1} \) and \( R_{i+1} \) are obtained from \( Q_i \) and \( R_i \) by adding one statement, respectively. We argue that for the sequences of faulty programs \( Q_k \) and \( R_k \) the number of fault candidates with respect to one technique remains constant whereas the number of fault candidates with respect to the other technique grows linearly with the size of the program:

\[
\text{FC}_d(Q_k) = O(1) \quad \text{and} \quad \text{FC}_e(Q_k) = O(k) \\
\text{FC}_d(R_k) = O(k) \quad \text{and} \quad \text{FC}_e(R_k) = O(1)
\]

Intuitively, we show that one of the fault localization techniques reports a fault candidate for each added statement and the other does not.

**A. MBD can be superior to Error Explanation**

Consider the faulty program \( Q_0 \) from Figure 1. There is only one correct execution trace when the program is executed on input \( i_0 = -c_0 \) which forces \( o_0 = 0 \) and eliminates the effect of the faulty statement at \( l_5 \). All other inputs \( i_0 \neq -c_0 \) correspond to faulty execution traces. \( MBD \) computes one fault candidate for the real faulty statement at label \( l_5 \) regardless of which faulty execution trace is used as counterexample. A program can always be corrected at its output variable. However, we can choose constant values \( c_0, c_1, c_2 \) such that no other fault candidates exist. For instance, assume we attempt to correct the program at \( s(l_1) \). \( MBD \) creates logic formulae \( q_0 \) and \( q_0^c \) from \( Q_0 \) and its reference implementation \( Q_0^c \) and substitutes the logic variable corresponding to \( v_1 \) in \( q_0 \) with an open variable \( R \). If the output variables \( o_0 \) and \( o_0^c \) become equal allowing arbitrary values for \( R \) then \( s(l_1) \) is a fault candidate. In particular, \( s(l_1) \) is a fault candidate iff \( R \neq \text{error}(c_2) = c_1 \ast c_2 \). If we choose the constants \( c_1, c_2, \) and \( \text{error}(c_2) \) such that \( \text{error}(c_2) \) does not divide \( c_1 \ast c_2 \) without remainder then the value of \( R \) is not an integer and no correction for \( s(l_1) \) is possible. Similar arguments apply to all other statements. Thus, we can choose certain values for \( c_0, c_1, c_2, \) and \( \text{error}(c_2) \) such that \( s(l_5) \) remains the only fault candidate.

Our error explanation algorithm searches for a pair of a faulty and a correct execution trace with minimal distance. The correct execution trace \( t_+ \) forces \( v_0 = 1, v_1 = 0, v_2 = 0, \) and \( o_0 = 0 \). We distinguish two cases of faulty execution traces with respect to the control flow of the program: (1) \( i_0 = 0 \) and (2) \( i_0 = d \) with \( d \in \mathbb{N} \setminus \{0, c_0\} \). In the first case, the faulty execution trace \( t_− \) forces \( v_0 = 0, v_1 = c_0, v_2 = c_1, \) and \( o_0 = c_1 \ast \text{error}(c_2) \). In the second case, for all faulty execution traces \( t_− \) the program variables evaluate to \( v_0 = 1, v_1 = d', v_2 = d', \) and \( o_0 = d' \ast \text{error}(c_2) \) with \( d' \in \mathbb{N} \setminus \{0, c_0\} \). The distances of the faulty and the correct execution traces are \( d(t_+, t_−) = 4 \) and \( d(t_+, t_−) = 3 \) if \( d' = c_1 \), respectively. Thus, error explanation will generate three fault candidates for \( v_1, v_2, \) and \( o_0 \).

We construct a sequence \( Q_k, k \in \mathbb{N}, \) of faulty programs from \( Q_0 \). We systematically add statements of the form \( w_i := w_{i-1} + g_i, 1 \leq i \leq k, \) to \( Q_0 \) to obtain \( Q_k \) where \( w_i \) are new program variables and \( g_i \) are constants. Additionally, we define \( w_0 := v_1 \) and replace \( v_1 \) by \( w_k \) in \( s(l_4) \) to connect the added statements to the rest of the program. For fault localization with \( MBD \) the same argument applies: we can choose constants \( c_0, c_1, c_2, \) and \( \text{error}(c_2) \) such that there is only one fault candidate which considers correction at the output variable. Error explanation reports by construction one fault candidate for each added statement. There is one correct execution trace for \( Q_k \) if the program is executed on input \( i_0 = -\sum_{i=1}^{k} g_i - c_0 \) which forces \( w_j = \sum_{i=j}^{k} g_i \). We distinguish two cases of faulty execution traces: (1) \( i_0 = 0 \) and (2) \( i_0 = d \) with \( d \in \mathbb{N} \setminus \{0, \sum_{i=1}^{k} g_i - c_0\} \). In the first and the latter case, \( w_j = c_0 + \sum_{i=1}^{j} g_i \) and \( w_j = d + c_0 + \sum_{i=1}^{j} g_i \), respectively. Thus, the distance between the correct and the faulty execution traces are guaranteed to grow with \( k \) for non-trivial \( g_i, 1 \leq i \leq k \).

**B. Error Explanation can be superior to MBD**

Consider the faulty program \( R_0 \) from Figure 2. There are several correct and faulty execution traces depending on the value assigned to the input \( i_1 \). If \( i_1 \neq 0 \) the program results in failure and otherwise if \( i_1 = 0 \) the program’s output is correct with respect to its reference implementation \( R_0^C \) because the erroneous constant value at \( l_4 \) does not propagate to the output variable. \( MBD \) computes one fault candidate for every statement. A program can always be correct at its output.
variable and thus MBD computes one fault candidate for $s(l_5)$. Additionally, MBD computes fault candidates for $s(l_0)$, $s(l_1)$, $s(l_2)$, and $s(l_4)$, i.e., MBD can replace $v_1$ to avoid executing the fault and replace $v_0$ or $v_2$ to correct the output value.

Error explanation selects a faulty and a correct execution trace with minimal distance and compares them to compute fault candidates. For all faulty execution traces $t_-$, the input variable $i_0 = y_0$ and $i_1 = 0$ force $v_0 = y_0 + c_0$, $v_1 = 0$, $v_2 = \text{error}(c_2)$, and $0_0 = y_0 + c_0 + \text{error}(c_2)$, where $y_0$ is an open variable. For all correct execution traces $t_+$, the input variables $i_0 = y_1$ and $i_1 = d$, $d \in \mathbb{N}\setminus\{0\}$ which forces $v_0 = i_0 + c_0$, $v_1 = d$, $v_2 = c_1$ and $0_0 = i_0 + c_0 + c_1$, where $y_1$ is an open variable. The distance $d$ between a faulty $t_-$ and a correct execution trace $t_+$ is minimal if $y_0 = y_1$, i.e., $d(t_+, t_-) = 3$. Thus, error explanation generates the three fault candidates $s(l_1)$, $s(l_4)$, and $s(l_5)$.

Again, we construct a sequence $(R_k)$, $k \in \mathbb{N}$, of faulty programs from $R_0$. We systematically add statements of the form $w_i := w_{i-1} + g_i$, $1 \leq i \leq k$, to $R_0$ between $s(l_0)$ and $s(l_1)$ to obtain $R_k$ where $w_i$ are new program variables and $g_i$ are constants. We connect the new statements to the rest of the program: we define $w_0 = v_0$ and replace $v_0$ in $s(l_5)$ by $w_k$. MBD computes a fault candidate for each added statement, i.e., all $w_i$ are added up to the output variable $o_0$ in $s(l_5)$ and, thus, each $w_i$ can be used to correct the value of $o_0$. However, when error explanation is used the values of $w_i$ are equal for all faulty and correct execution traces when executed with the same input $i_0$. Thus, error explanation computes no new fault candidates for the added statements.

V. CASE STUDY

In this section, we compare both fault localization techniques experimentally in a case study using the Traffic Collision Avoidance System (TCAS) from SIR [16]. TCAS is an imperative, non-concurrent ANSI-C program which implements a collision avoidance system for aircraft in 135 lines\(^1\). SIR provides 41 mutants of TCAS\(^2\). Each mutant corresponds to the correct program with injected faults. The mutant contains a simple mistake with respect to the correct program. These mistakes may refer to a single or multiple faulty statements.

For the comparison, we compute fault candidates for each mutant of TCAS with both fault localization techniques. All our experiments were conducted on a PC AMD Phenom\textsuperscript{\textregistered} II X4 Processor which has 4 cores with 3 GHz each and 8 GB RAM. We use the 64-bit version of Boolector 1.4.1 as SMT solver. Our prototype tool interacts with Boolector via API calls. In Section V-A we describe the implementation of the algorithms, MBD and BEST-EXPLAIN, and in Section V-B we list the results for the mutants of TCAS.

A. Implementation

We implemented the algorithms, MBD and BEST-EXPLAIN, into a C++ application using the libraries Boost 1.4.9, Low Level Virtual Machine (LLVM) 3.0 [23], and metaSMT pre-release 4 [24]. The preprocessing, previously denoted by Preprocess, leverages the LLVM compiler infrastructure. We use LLVM’s C/C++ compiler front-end to translate the ANSI-C program first into LLVM bitcode, i.e., a RISC-like intermediate representation similar to the program model introduced in Section II-A. The LLVM compiler infrastructure provides transformations that can be used to establish SSA form.

Our logic encoding, previously denoted by Encode, is based on QF\_BV logic rather than propositional logic. The QF\_BV logic enriches the syntax and semantics of propositional logic with bit-vectors and, additionally, defines word-level operators on the bit-vectors. For instance, an LLVM instruction which adds two 32-bit integers can be formalized using two bit-vectors of length 32 and the addition operator defined on bit-vectors. The logic encoding is similar to Section II-B, i.e., we define an encoding for each LLVM instruction type.

Logic formulae are checked for satisfiability using an SMT solver which supports QF\_BV logic. In practice SMT solvers are effective for solving logic formulae of moderate to large size. We use metaSMT as a generic interface to different SMT solvers which either allows for dumping a file in the SMT-LIB version 2 format or for interacting with a solver via API calls.

B. Experimental Results

Model checking the correct TCAS program with our prototype tool takes 3.36 seconds. Table I presents the fault localization results for all 41 mutants of TCAS with respect to both fault localization techniques. The table is built as follows: the first column names the benchmark. The second column classifies the change with respect to the fault model introduced in Section II-D. For simple changes, we use the first letter of the mutation as abbreviation, i.e., \(\odot\) denotes an operator mutation, \(L\) denotes a logic mutation, \(V\) denotes a variable mutation, \(C\) denotes a constant mutation, \(A\) denotes additional code, and \(M\) denotes missing code. Moreover, we use \(\ast\) to indicate a complex change. In order to assess the quality of the fault candidates we use an approach similar to Reniers and Reiss [11], i.e., we compute the distance of the fault candidates to the real faulty program locations on the PDG constructed from the mutant. The distance refers to the length of the cause-effect chain the programmer has to examine until the real fault is found. We built the PDG for all mutants. The third column lists the diameter of the PDG. The rest of the table is split into 4 parts each having 5 columns. The first three parts lists the results for MBD using 1, 5, and 10 faulty execution traces and the last part lists the results for BEST-EXPLAIN. For each of those parts, we present the number \(FC\) of reported fault candidates, the time \(t\) in seconds for computing the fault candidates, and the minimal, maximal and average distance of the fault candidates to a real faulty program location. We marked the faulty program locations on the PDG manually. For simple changes, we marked the statement that differ between the mutant and the correct TCAS program. For complex changes, we marked the statements which in our opinion correspond to the root cause of all failures. The minimal and

\[ \text{Distance} = D(\text{fault candidate}, \text{real fault}) \]

\[ D(\text{fault candidate}, \text{real fault}) = \min \{ d(t, \text{real fault}) : t \in \text{fault candidate} \} \]

\[ D(\text{fault candidate}, \text{real fault}) = \max \{ d(t, \text{real fault}) : t \in \text{fault candidate} \} \]

\[ D(\text{fault candidate}, \text{real fault}) = \frac{1}{|\text{fault candidate}|} \sum_{t \in \text{fault candidate}} d(t, \text{real fault}) \]
maximal distance refer to the shortest and longest shortest path of the PDG from a fault candidate to any marked faulty program location. The average distance is the arithmetic mean of all shortest paths of the PDG from a fault candidate to any marked faulty program location.

For all 41 mutants of TCAS, MBD(1) computes the fault candidates faster than BEST-EXPLAIN but the computed fault candidate sets are always larger. Using more counterexample hardly reduces the number of reported fault candidates, i.e., the counterexamples provided by the SMT solver are not guaranteed to activate different control paths.

The algorithm MBD localizes most faults exactly producing a fault candidate with minimal distance 0. However, our fault model considers multiple faults and thus MBD is not guaranteed to compute a fault candidate which pinpoints the fault when only one abnormal predicate is enabled. This applies to complex changes and simple changes when a single faulty location in ANSI-C transforms to multiple faults in the concurrent program written in a programming language like concurrent C.

TABLE I

<table>
<thead>
<tr>
<th>Program</th>
<th>MBD(1)</th>
<th>MBD(5)</th>
<th>MBD(10)</th>
<th>BEST-EXPLAIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC t Min Max Avg</td>
<td>FC t Min Max Avg</td>
<td>FC t Min Max Avg</td>
<td>FC t Min Max Avg</td>
<td></td>
</tr>
<tr>
<td>tcas(01)</td>
<td>0 29</td>
<td>69 6.18</td>
<td>0 8 5</td>
<td>69 14.40</td>
</tr>
<tr>
<td>tcas(02)</td>
<td>0 29</td>
<td>75 4.39</td>
<td>0 7 4</td>
<td>75 11.73</td>
</tr>
<tr>
<td>tcas(03)</td>
<td>0 29</td>
<td>71 3.93</td>
<td>0 9 4</td>
<td>71 11.98</td>
</tr>
<tr>
<td>tcas(04)</td>
<td>0 29</td>
<td>71 4.36</td>
<td>0 8 4</td>
<td>64 12.27</td>
</tr>
<tr>
<td>tcas(05)</td>
<td>0 29</td>
<td>62 3.37</td>
<td>0 10 5</td>
<td>62 11.60</td>
</tr>
<tr>
<td>tcas(06)</td>
<td>0 29</td>
<td>66 4.99</td>
<td>0 6 4</td>
<td>59 11.50</td>
</tr>
<tr>
<td>tcas(07)</td>
<td>0 29</td>
<td>43 3.34</td>
<td>0 8 5</td>
<td>43 8.91</td>
</tr>
<tr>
<td>tcas(08)</td>
<td>0 29</td>
<td>70 5.14</td>
<td>0 8 4</td>
<td>63 11.30</td>
</tr>
<tr>
<td>tcas(09)</td>
<td>0 29</td>
<td>31 2.26</td>
<td>0 7 4</td>
<td>31 7.71</td>
</tr>
<tr>
<td>tcas(10)</td>
<td>0 29</td>
<td>83 5.99</td>
<td>0 6 3</td>
<td>76 14.43</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

In this paper, we compared MBD-based and explanation-based fault localization techniques. We adapted the fault localization techniques to provide a unified setting and presented algorithms, called MBD and BEST-EXPLAIN, for formalizing them into instances of the satisfiability problem. The inputs of the algorithms are the source code of an imperative, non-concurrent program written in a programming language like ANSI-C and an unrolling bound. The output is a set of
potentially faulty statements, called fault candidates, which need to be manually examined.

Firstly, we explored the strengths and weaknesses of the two fault localization techniques using constructed programs. We showed that the fault candidates computed with the two techniques can be very different with respect to the program. Secondly, we compared the two techniques experimentally in a case study using 41 mutants of the TCAS program. We implemented both fault localization techniques in a prototype tool leveraging the LLVM compiler infrastructure to encode the program into a logic formula and an SMT solver to decide satisfiability of the logic formula. We assessed the quality of the computed fault candidates with respect to both fault localization techniques by counting their distance to the real faulty program locations on the PDG.

REFERENCES