Abstract

Refactoring tools are extremely important to prevent errors in legacy systems restructuring. Unfortunately, to be effective, these tools require huge computer resources that cause unacceptable inefficiencies or limit the size of the restructured programs or even the programming language expressiveness. Previous approaches also made it difficult for the programmer to extend the tool with new refactoring operations.

Pattern languages exist that describe several techniques to refactor a program. However, they are usually described at a very abstract level that is understandable only by a human programmer and that is hard to implement in refactoring tools.

We present a formal pattern language that solves these problems. The pattern language is used to define refactoring operations that can be as powerful as is computationally possible but that are very easy to write.

The language simplicity also allows for the automatic learning of new refactoring operations from the observation of manual code transformations.

1. Introduction

Program restructuring is the modification of a program and/or documentation in order to make it easier to understand and modify and less prone to errors caused by maintenance activities [3].

The worst problem in program restructuring is the possibility of introducing errors in a program that is being modified [10]. When the modifications are done manually, it is almost certain that errors will occur. The best way to avoid these errors is to use tools that help the programmer in his restructuring tasks.

In this article we will be particularly concerned with one sub-area of program restructuring named refactoring. Program refactoring is the transformation of a program that reorganizes it without changing its behavior [13].

Preserving a program’s behavior is extremely important when the modified program is hard to understand, as is the common situation in most legacy systems. In this case, the consequences of a restructuring operation can be difficult to predict and the preservation of the program’s semantics is an assurance to the programmer that no errors will be introduced.

Unfortunately, most current programming languages are expressive enough to make refactoring an ideal rather than a reality. The use of higher order procedures, dynamic calls, dynamic typing, explicit evaluation and many other features makes it impossible to build tools capable of assuring semantic preservation across the entire range of refactoring operations [9].

Current refactoring tools also suffer from not being easy to extend in order to deal with new refactoring operations. Either the tools are not extendable or the extension language is hard to use.

Another problem with previous approaches is that new refactoring operations are usually described at an extremely abstract level, usually using natural language or diagrams [7]. Although the patterns are quite helpful to guide a restructuring task, the description level is so abstract that, in fact, it can only be understood by a human programmer and it is a very difficult task to rewrite those patterns in a way digestible by a refactoring tool.
2. A New Pattern Language

Previous work on refactoring tools have been concerned mainly in providing a basis for some fundamental restructuring operations such as variable renaming, expression abstraction, function extraction, etc. Although these operations are very important, it is also important to automate a large number of other restructuring operations including architecture-changing operations. Unfortunately, it is difficult to provide a fixed set of such operations because the programming techniques are continuously evolving and because there are programming languages, such as Common Lisp [2] or Scheme [16], allowing syntactical extensions that traditional approaches have difficulty to deal with [9].

In this section we present a new approach to refactoring operations that is based on a very simple syntax for the description of transformation rules. We are particularly interested in refactoring programs written in Lisp-like languages and it is our opinion that the syntax of the transformation rules should be as close as possible to the syntax of those languages. We will show that the simple syntax of the transformation rules is no impediment to the development of quite complex transformations.

Another important benefit of the simpler syntax is that it is quite easy for the programmer to extend the refactoring tool with more transformations. This activity can be further simplified by a transformation rule generator that creates new transformations based on some manual restructuring operation.

2.1. Transformation Rules

Transformation rules are made of an antecedent pattern and a consequent pattern. When the antecedent pattern matches a code fragment, its pattern variables become bound to the corresponding sub-fragments. In this case, the matched fragment is replaced by an instance of the consequent pattern with its pattern variables replaced with the corresponding sub-fragments they are bound to.

Here is a simplified example of a transformation rule:

```lisp
(deftransform
  (cond (?test ?conseq)
        (t ?altern))
)
```

In the previous rule, all symbols preceded by a question mark are pattern variables that can match anything. All the other elements must match with equal elements in a code fragment. The previous rule states that whenever we have a code fragment that corresponds to a `cond` form with one normal clause and one default clause, and with one result expression on each clause, we can transform it into an `if` form, with `?test`, `?conseq` and `?altern` sub-fragments obtained from the corresponding elements in the `cond` form. Note that, in general, multiple rules match a given code fragment. All the matching rules are presented to the programmer and it is up to him to choose the one he wants to apply.

Preference an `if` in place of a `cond` is a matter of taste. Sometimes we prefer the opposite. To this end, some transformations are bi-directional, that is, they can be used to transform the antecedent in the consequent or vice-versa. These rules are, in fact, equivalence rules. Here is an example of such rule that relates the use of five Common Lisp functions:

```lisp
(defequivs ((cadr ?x)
            (car (cdr ?x))
            (second ?x)
            (nth 1 ?x)))
```

The previous rule states that any code fragment that matches one of the patterns can be replaced by any of the remaining patterns. The equivalence rule is just a compact way to express several transformation rules, one for each pair of patterns. This is a powerful shortcut to avoid an explosion of transformation rules.

Our pattern language distinguishes two types of patterns: 1) those that can occur on the antecedent position of a transformation rule and 2) those that can occur on the consequent position. Each type of pattern has distinct expressiveness:

- Patterns in antecedent position are intended to match code fragments and they are described using a pattern language similar to the one described on [19] and allowing segment variables, conjunction and disjunction of patterns, predicates over pattern variables, etc.
- Patterns in consequent position are intended to serve as templates to new code fragments, using variable substitution to instantiate the template. These patterns are not intended to match and, in fact they could be replaced by a more traditional approach such as `quasiquote` [4]. However, since most consequent patterns can also be used in antecedent position, it is preferable to be consistent and use the same syntax. On the other hand, it is useful to be able to operate more complex substitutions on the patterns in consequent position and this asks for more expressiveness in the pattern language.

These different requirements for the pattern language suggest that we divide it into three parts: a common core that can be used for equivalence rules, that is, rules where patterns can swap position, and two extensions, one for patterns in antecedent position and one for patterns in consequent position.
2.2. Patterns in Equivalence Rules

The pattern language used in equivalence rules can be described in BNF notation as follows:

\[
\begin{align*}
\langle \text{pattern} \rangle & ::= \langle \text{variable} \rangle \\
  & \quad | \langle \text{atom} \rangle \\
  & \quad | \langle \text{simple pat} \rangle \\
  & \quad | \langle \text{segment pat} \rangle \\
  & \quad | (\langle \text{pattern} \rangle, \langle \text{pattern} \rangle) \\
\langle \text{patterns} \rangle & ::= \epsilon \\
  & \quad | \langle \text{pattern} \rangle \langle \text{patterns} \rangle \\
\langle \text{simple pat} \rangle & ::= (\langle \text{is} \rangle \langle \text{variable} \rangle \langle \text{predicate} \rangle) \\
\langle \text{segment pat} \rangle & ::= ((\langle \text{+} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle) \\
  & \quad | ((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle) \\
\langle \text{variable} \rangle & ::= ?<\text{symbol}> \\
\end{align*}
\]

The meaning of the operators is the following:

\((\langle \text{is} \rangle \langle \text{variable} \rangle \langle \text{predicate} \rangle)\) Matches \langle \text{variable} \rangle with a code fragment as long as it satisfies the \langle \text{predicate} \rangle. The predicate is ignored when the pattern is in consequent position.

\((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle\) Matches \langle \text{variable} \rangle with zero or more code fragments (collecting them on a list) and the remaining patterns with the remaining code fragments.

\((\langle \text{+} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle\) Matches \langle \text{variable} \rangle with one or more code fragments (collecting them on a list) and the remaining patterns with the remaining code fragments.

\((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle\) Matches \langle \text{variable} \rangle with zero or one code fragment (collecting it on a list) and the remaining patterns with the remaining code fragments.

The following rule is an example of the transformations allowed with this pattern language:

\[
\begin{align*}
\text{defequivs} & ((\text{cond} (\langle \text{+} \rangle ?\text{?clauses}) \\
  & \quad (\text{t} (\text{if} ?\text{test} \\
  & \quad \text{?conseq}) \\
  & \quad (\text{?altern}))) \\
\text{cond} & ((\langle \text{+} \rangle ?\text{?clauses}) \\
  & \quad (\text{?test} ?\text{?conseq}) \\
  & \quad (\text{t} ?\text{?altern})))
\end{align*}
\]

The previous rule transform a \text{cond} form with an \text{if} form in the default clause into a \text{cond} form with an extra clause and vice-versa.

2.3. Patterns for Antecedents

When a pattern is to be used exclusively in antecedent position in a transformation rule the pattern language is extended in the following way:

\[
\begin{align*}
\langle \text{simple pat} \rangle & ::= (\langle \text{and} \rangle \langle \text{pattern} \rangle \langle \text{patterns} \rangle) \\
  & \quad | (\langle \text{or} \rangle \langle \text{pattern} \rangle \langle \text{patterns} \rangle) \\
  & \quad | (\langle \text{not} \rangle \langle \text{pattern} \rangle \langle \text{patterns} \rangle) \\
\langle \text{segment pat} \rangle & ::= ((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle) \\
  & \quad | ((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle) \\
  & \quad | ((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle) \\
  & \quad | ((\langle \text{?} \rangle \langle \text{variable} \rangle) \langle \text{patterns} \rangle) \\
\end{align*}
\]

The meaning of these additional operators is the following:

\((\langle \text{and} \rangle \langle \text{pattern} \rangle \langle \text{patterns} \rangle)\) Matches when all patterns match.

\((\langle \text{or} \rangle \langle \text{pattern} \rangle \langle \text{patterns} \rangle)\) Matches when one of the patterns matches. The patterns are matched from left to right.

\((\langle \text{not} \rangle \langle \text{pattern} \rangle \langle \text{patterns} \rangle)\) Matches when none of the patterns match.

\((\langle \text{if} \rangle \langle \text{expression} \rangle \langle \text{patterns} \rangle)\) Matches when the \langle \text{expression} \rangle is true and the remaining patterns match the remaining expressions.

The default clause of a Common Lisp form case, ecase, or ccase is one example where the extended pattern language is needed. The default clause either has the form \((\text{t} \text{ form} \ ... \text{ form}_n)\) or the form \((\text{otherwise} \text{ form} \ ... \text{ form}_n)\). To match either case we need the pattern:

\[
\text{((}\text{or} \text{ t otherwise} \text{?} \text{?actions})\text{)}
\]

2.4. Patterns for Consequents

There are two features that are very useful to have in consequent patterns: arbitrary computations and cascading patterns.

The first one allows us to dynamically compute the transformation, the second one is used to refine transformations. The added grammar is:

\[
\begin{align*}
\langle \text{simple pat} \rangle & ::= (\langle \text{map} \rangle \langle \text{variable} \rangle \langle \text{sub-rules} \rangle) \\
  & \quad | (\langle \text{if} \rangle \langle \text{expression} \rangle \langle \text{sub-rules} \rangle) \\
\langle \text{sub-rules} \rangle & ::= (\langle \text{rule} \rangle \langle \text{sub-rules} \rangle) \\
\langle \text{terms} \rangle & ::= (\langle \text{?consequent} \rangle \langle \text{?antecedent} \rangle) \\
\text{?altern} & ::= \langle \text{?test} \rangle \langle \text{?conseq} \rangle \\
\langle \text{term} \rangle & ::= \langle \text{?variable} \rangle \\
\end{align*}
\]

The symbols \langle \text{?antecedent} \rangle and \langle \text{?consequent} \rangle correspond, respectively, to the \langle \text{pattern} \rangle described in section 2.3 and section 2.4. A \langle \text{?constant} \rangle is any Lisp literal. We will now discuss these extensions.
2.4.1. Cascading Patterns

Consider the following example of a function $f$ applied to a $\text{cond}$ expression:

$$(f \ (\text{cond} \ (\text{test} \ 1 \ \text{act} \ _1 \ \ldots \ \text{act} \ _n \ \text{result} \ _1) \ \\
(\text{test} \ 2 \ \text{act} \ _2 \ \ldots \ \text{act} \ _p \ \text{result} \ _2) \\
\ldots \\
(\text{test} \ k \ \text{act} \ _k \ \ldots \ \text{act} \ _k \ \text{result} \ _k)))$$

One possible restructuring operation is to move the $f$ function application to each one of the $k$ $\text{cond}$ branches, applying it to each $\text{result}_i$, i.e.,

$$(\text{cond} \ (\text{test} \ 1 \ \text{act} \ _1 \ \ldots \ \text{act} \ _n \ (f \ \text{result} \ _1) \\
(\text{test} \ 2 \ \text{act} \ _2 \ \ldots \ \text{act} \ _p \ (f \ \text{result} \ _2) \\
\ldots \\
(\text{test} \ k \ \text{act} \ _k \ \ldots \ \text{act} \ _k \ (f \ \text{result} \ _k)))$$

Without extra syntax it is impossible to write the transformation rule because it is necessary to transform an unknown number of $\text{cond}$ clauses. We can overcome this problem using a cascaded pattern.

A cascaded pattern is a sequence of pairs of patterns that is mapped over a list. For each element of the list we try to match the first element of each pair of patterns, in sequence. When we have a match, the second element of the pair provides the template to build a new code fragment that is used in place of the matched element. If, for some element of the list, no pattern matches, the transformation is not applicable.

A cascading pattern allows the creation of local transformation rules, applicable only when certain conditions are met. Each sub-pattern can use all the expressive power of the transformation language, including the map operator, thus allowing an hierarchy of transformations contexts.

Here is the (simplified) rule for the previous restructuring operation:

```lisp
(defun ?x1 ((?* ?pre-args) ?x2 ((?or typecase etypecase) ?x2 (?* ?pre-args) (?* ?actions))))
(progn
 (?map ?clauses ((((?type (?* ?actions)))
  (defmethod ?x1 ((?* ?pre-args) (?x2 ?type) (?* ?pos-args))
  (?* ?actions)))))))
```

The previous transformation is useful to convert from traditional procedural-based programs into modern object-oriented programs.

2.4.2. Computation

A computation operation is just a bypass to the simpler template-based consequent that allows us to dynamically compute the code fragment after transformation. Let’s consider the following illustrative example:

```lisp
(defun ?x2 ((?* ?pre-args) (?is ?x numberp) (?is ?y numberp))
  (+ ?x ?y))
```

This transformation rule is applicable to any expression that adds two numbers. In this case, the result of the rule application is the replacement of the expression with the sum of the numbers.

In practice, the computation is used when part (or all) of the resulting code isn’t constant nor derives directly from the transformed code via pattern matching. Here is another example where the rule application must interact with the programmer to require additional information:

```lisp
(progn
 (format *trace-output* "Reached point ˜A"
  (funcall read-from-user "Trace point name?")))")) ?form)
```

This transformation is applicable to any expression and is used to insert trace points in the code. Each trace point prints a name that is given by the programmer during the rule application.

The computation is fundamental to certain refactoring operations that must analyze the transformed code and provide any additional semantic-preserving code. For example, a function extraction operation needs to know which are the free variables of a code fragment so that it can use them as function parameters. Here is a (very simplified) example:

```lisp
(defun ?x1 ((?* ?pre-args) ?x2 ((?or typecase etypecase) ?x2 (?* ?pre-args) (?* ?pos-args))
  (?* ?actions)))))))
```

A much more complete example is presented in [17].
To see the rule in action, let’s suppose the programmer applies it to the expression \((+ 1 \times 2 \ y)\) and, when asked regarding the new function’s name, he answers \(\text{foo}\). Then, the expression is replaced by a new expression \((\text{foo} \ x \ y)\).

The previous examples have shown that we sometimes need transformation rules where some of the elements of the resulting code must be provided by the programmer. This situation is sufficiently frequent to justify a simpler form to specify it. Moreover, it is also frequent that the provided elements must appear on several distinct places of the resulting code (for example, at a function definition and at a function call). In this case, it is not only annoying but also error prone to force the programmer to provide that same information over and over again.

To solve this problem, the consequent of a transformation can use a special marker to identify pattern variables that will be bound to some information provided by the programmer. These pattern variables have a distinguishing \$ marker in the beginning in place of the ? marker.

As an example, we present a transformation rule that converts simple recursive processes into iterative processes. Note that the consequent of the rule adds two new names, namely \$iterate and \$accum that will be asked to the programmer and will be systematically replaced in the resulting code.

```lisp
(deftransform
 (defun ?name (?arg)
   (if ?base-case
       ?base-case-value
       ((?is ?combiner associative?)
        ?expr
        (?name ?rec-expr))))
 (defun ?name (?arg)
   (labels (($iterate (?arg $accum)
               (if ?base-case
                $accum
                ($iterate
                 $rec-expr
                 (?combiner ?expr
                  $accum))))
            ($iterate ?arg ?base-case-value))))
```

3. Learning Transformations

Most of the rules presented above result from repeated use of some sequence of manual restructuring operations. It is the tediousness of these repetitions that suggests the programmer that it is useful to add a new transformation to the system so that he can apply the entire transformation in a single operation.

As a very simple example, consider one common mistake that occurs in Lisp code: testing that a list \(\text{lst}\) contains a single element using the \(\text{length}\) function in an expression such as \((= (\text{length} \ \text{lst}) 1)\). This test is a waste of time for any list with more than one element. If we admit the existence of a \(\text{singleton}\) predicate, we can replace any occurrence of the previous expression with the simpler (and more efficient) \((\text{singleton} \ \text{lst})\).

This is one example of a rule that the programmer might want to add to the already existing set of transformation rules. Although, in this case, the rule is extremely simple, it is tedious to have to define it (but less tedious than not define it and be forced to apply the refactoring manually).

To solve this problem, our refactoring tool can induce a transformation rule from a single example of manual refactoring. To understand this, let’s look more carefully at one example of a code fragment before and after a manual refactoring operation:

```lisp
(defun sneps-simple-entailment? (node)
  (and (= 1 (length (get-nodes node 'ant)))
       (= 1 (length (get-nodes node 'cq))))
)
```

The inverted square shows the position of the editing cursor before and after the manual refactoring. Although the refactoring was done manually, the expressions before and after the refactoring were recorded by the refactoring tool that will propose the following rule:

```lisp
(deftransform
  (= 1 (length ?x1))
  (singleton? ?x1))
```

As we can see, the rule correctly abstracts the manual operations done by the programmer, independently of the particular sequence of editing operations that he has done. Now, using the proposed rule, the programmer can just position the editing cursor before the expression on the next line and apply the rule to immediately obtain the intended refactoring.

Being able to induce a rule from a single example is a very desirable feature but the programmer must understand that there are several possible rules that replicate the given example. To minimize this problem the rule generator is specially tailored to generate “good” rules. These rules are “good” in the sense that they have deep knowledge of the programming language in use so that they can understand the transformed code. In particular, they understand the difference between normal and special forms and between required and optional arguments in function calls.
The idea behind rule generation using just two expressions $e_1$ and $e_2$ is to build a rule $p_1 \Rightarrow p_2$ whose application to the first expression $e_1$ results in an expression equals to $e_2$. Given the fact that in a transformation rule both the antecedent and the consequent must have the same set of variables, the matching between $p_1$ and $e_1$ must generate the same set of substitutions as the matching between $p_2$ and $e_2$. The key to the rule generation is then to find an appropriate set of substitutions. The inverse application of that set to $e_1$ and to $e_2$ creates the patterns $p_1$ and $p_2$ needed to define the rule.

Usually, there are several sets of substitutions that are appropriate. In fact, its number grows exponentially with the number of nodes of the abstract syntax tree of the first expression. In [17] we present an algorithm that creates a stream of substitutions sets that is ordered according to several heuristics: 1) substitutions for special operators or macro operators aren’t good because these operators have special semantics and can’t be easily replaced, 2) substitutions for arguments must take into account the number of required and optional parameters of each function or macro operator, 3) maximization of the number of nodes of the substitutions for abstracted syntax trees, and 4) minimization of the number of substitutions in the set. This stream of substitutions sets is then presented to the programmer, one at a time, until he sees one that he thinks is the most appropriate. In practice, the first one is usually the best one.

4. Conclusion and Related Work

Program transformation is a vast research area that studies how to transform a program into another program. This transformation can be done (1) between programs written in two different languages or (2) between programs written in the same language.

In the first case, the transformation process might be carried from high- to low-level programming languages, in a process usually known as compilation [1], or from formal specifications to high-level programming languages, in a process usually known as program synthesis [21], or in the reverse direction, from machine language to higher-level languages, known as decompilation [6] or from high-level languages to specifications, known as reverse engineering [5].

In the second case, the transformation process aims at rewriting the program in a different form but using the same programming language. When the goal is to optimize the program the process is named program optimization [1], when the goal is to improve a program’s design to increase its understandability and maintainability, the process is named program refactoring [8]. In the present article we are particularly interested in this last type of program transformation.

Program refactoring is a technique that transforms a program without changing its meaning. This is of utmost importance when we deal with legacy code because it is extremely difficult to predict the impact of changes. Refactoring solves this problem by avoiding changes that might affect program behavior. Griswold [9] presented the theory behind several refactoring transformations, demonstrating its use on programs written in a subset of the Scheme language. Opdyke [20] did the same for object-oriented languages such as C++. Fowler [8] presents a catalog of refactoring transformations but these are described in an informal way and thus it is necessary to formalize them in order to build tools that automate its use. Several tools [23, 12, 14] attempt to do that.

Unfortunately, these refactoring tools suffer from not being easy to extend in order to deal with new refactoring operations, specially because most refactoring operations are described in very abstract ways and are difficult to implement in machine-understandable form. One way to solve this problem is to use pattern languages to formally describe the refactoring operations, so that they can be used by refactoring tools. In [11, 22], graph rewriting rules are used to transform the system’s architecture. Although the rules can be automatically applied, they operate on the system’s architecture, i.e., a high-level description of the system. Other approaches [9, 18] focus on low-level refactoring operations, such as function extraction or variable renaming.

What we think is missing is a tool that includes transformations in the entire spectrum of refactoring operations, from low-level transformations to architectural changes. Moreover, this tool must be flexible enough to be easily extended by the programmer. This suggests the use of simple pattern-based refactoring rules.

In this article we presented a new pattern language for refactoring operations. The pattern language is specially adapted to deal with programs written in Lisp-like languages, using a very similar syntax that is immediately understood by the Lisp programmer.

The pattern language is based on template matching using pattern variables to match arbitrary code fragments. The pattern language also includes several operators that allow for sophisticated pattern matching, including segment variables, disjunction, conjunction, arbitrary predicates, arbitrary computations and cascaded patterns, among others. This results in a simple yet very expressive pattern language. On one end of the expressiveness range we can design a transformation rule using a pattern that match anything but that uses an arbitrarily complex predicate to check any necessary pre-conditions and that computes the resulting code using some arbitrarily complex code construction. On the other end of the range we can find pure pattern-matching syntactical transformation. In between, there’s a
huge range of transformations that can be described using a mixed approach of pattern-matching and more complex tests and code building operations.

Another good feature of our pattern language is that it is possible to automatically generate a transformation rule from a single example of a refactoring operation. The generated rule can then be extended by the programmer using more expressive pattern matching operators.

Our pattern language is used at the core of the C^3PO (Careful Code Conversion to Prevent Obsolescence) refactoring tool. The tool was extensively used in the refactoring of SNePS [24], a large legacy system still in use in the Artificial Intelligence area.
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