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Abstract
Category theory has been used to provide a semantics for term rewriting systems at an intermediate level of abstraction between the actual syntax and the relational model. Recently we have developed a semantics for TRSs using monads which generalises the equivalence between algebraic theories and finitary monads on the category $\textbf{Sets}$. This semantics underpins the recent categorical proofs of state-of-the-art results in modular rewriting.

We believe that our methods can be applied to modularity for conditional rewriting where several open problems exist. Any results we achieve here would be highly significant as, for the first time, substantial open problems in rewriting would have been solved using categorical techniques. This paper reports on the first step in this project, namely the construction of a semantics for CTRS using monads.

1 Introduction

Term Rewriting Systems (TRSs) are widely used throughout computer science as they form an abstract model of computation while retaining a relatively simple and concrete syntax. TRSs originally arose in the study of the $\lambda$-calculus and combinatorial logic and have, more recently, played a prominent role in the design and implementation of functional programming languages and in the theory of algebraic data types. In a different direction, TRSs are widely used in formal reasoning as TRSs which are strongly normalising and confluent provide decision procedures for equational theories.

A TRS consists of a set of rules for generating transformations, or rewrites, of the terms of a formal language and intuitively each rewrite is conceptually simple and easy to reason about while combinations of rewrites can model complex phenomena. The concreteness of TRSs has led to a tendency to concentrate on the technical details of specific problems to the detriment of a wider understanding of the subject and a proper interaction with other disciplines in computer science. Abstract models of TRSs have been developed to address this problem with the simplest being the Abstract Reduction Systems (ARSs) based upon relations. While useful for certain results, eg Newmann’s Lemma and the Commutation Lemma, ARSs do not posses enough structure to adequately model key concepts such as substitution, context, layer structure etc which arise in more complex problems such as modular rewriting. Hence ARSs are mainly used as an organisational
tool with the difficult results proved directly at the syntactic level.

Category theory has been used to provide a semantics for term rewriting systems at an intermediate level of abstraction between the actual syntax and the relational model. Research originally focused on structures such as 2-categories [? , ?], Sesqui-categories [?] and confluent categories [?]. However, despite some one-off results [? , ?], these approaches have yet to make a lasting impact on term rewriting. Part of the problem seems to be that the semantics is actually constructed “set-theoretically” and hence reasoning about the semantics often involves set-theoretic reasoning. This often looks like translating the problem back into the syntax!

An alternative approach starts from the observation that term rewriting systems can be regarded as generalisations of algebraic theories. Syntactically, algebraic theories and TRSs are both presented via signatures — the former declares term constructors while TRSs declare term constructors and rewrite rules. Semantically, algebraic theories are modelled by sets with extra structure while TRSs are modelled by pre-orders with extra structure. Since the categorical treatment of algebraic theories is based upon finitary monads on the category \textbf{Sets}, it is natural to model a TRS by a monad over a more structured base category. Ghani and Lüth have used this monadic semantics to give categorical proofs of the modularity of confluence and strong normalization [? , ?].

Conditional term rewriting systems (CTRSs) are generalisations of TRSs which allow restrictions to be imposed on when a rewrite is permissible. An example of a conditional rewrite rule is the following

\[ l \Rightarrow^* r \vdash s \Rightarrow t \]

which allows \( s \) to rewrite to \( t \) providing we have already established that \( l \) rewrites to \( r \). CTRSs arise naturally in the semantics of logic and functional programming languages and in structural operational semantics. references. We believe that our proofs of modularity for TRSs using monads can be generalised to CTRSs where several open problems exist. Any results we achieve would be highly significant as, for the first time, substantial open problems in rewriting would have been solved using categorical techniques. Towards our overall goal, this paper asks the question \textit{can conditional term rewriting systems be modelled by monads}. The main contributions of this paper are:

- We answer the above question affirmatively. This is rather unexpected as, at first glance, CTRSs have the flavour of \textit{essentially algebraic theories} which are strictly more general than theories modelled by monads. The key idea is to replace monads over \textbf{Pre} with monads over ordered \( \Sigma \)-algebras (where \( \Sigma \) is the signature of the CTRS). The conditionality in CTRSs is then replaced by the use of more complex arities for operations which are afforded by the use of this more complex base category.

- The usual semantics of a CTRS is the rewrite relation generated by the CTRS. Unfortunately this semantics is \textit{not} compositional as the following example shows.
Let $A, B, C, D$ be constants. Consider the following conditional rewrite rules

\begin{align*}
R_1 : & \quad \vdash A \Rightarrow B \\
R_2 : & \quad A \Rightarrow B \quad \vdash C \Rightarrow D \\
R_3 : & \quad A \Rightarrow C \quad \vdash C \Rightarrow D
\end{align*}

Then $R_2$ and $R_3$ have the same interpretations, i.e., the empty relation. But the CTRS $R_1 \cup R_2$ has $C \Rightarrow D$, while the CTRS $R_1 \cup R_3$ does not. Such a non-compositionality is clearly undesirable. Most strikingly, a non-compositional semantics makes a compositional investigation of properties very awkward.

- There are several different notions of CTRS in the literature, each corresponding to a different definition of what form a condition may have. The categorical methodology suggests a new notion of condition which subsumes most of those occurring in the literature. Our semantics therefore provides a unifying framework for studying CTRSs.

- Finally the theoretical basis of this research is the work of Kelly and Power in generalising the equivalence between algebraic theories and finitary monads on the category of \textbf{Sets} to more general categories. This theory was originally developed to study categories with extra structure. By providing a natural application within computer science, we hope to make their work more accessible to the computer science community.

The rest of the paper is divided as follows. In section 2 we standardise notion for the rest of the paper while in section 3 we briefly review the equivalence between algebraic theories and finitary monads on the category \textbf{Sets}. Section 4 presents TRSs and gives a concrete semantics for TRSs using monads over the category \textbf{Pre} and this semantics is explained in section 5 in terms of the Kelly Power framework. Section 6 introduces CTRSs and section 7 discusses their semantics. We finish in section 8 with our conclusions and further work.

## 2 Notation and Preliminaries

The natural numbers are denoted $\mathbb{N}$. A pre-order is a pair $(X, \leq)$ where $X$ is a set and $\leq \subseteq X \times X$ is a reflexive, transitive relation. If $P$ is a pre-order, its carrier set is denoted $|P|$ and its order relation is denoted $\Rightarrow_P$ to emphasise the intuition that pre-orders model terms reducing to other terms. For the sake of legibility, and also to emphasise the logical nature of our inductive constructions over pre-orders, we write $P \vdash x \Rightarrow y$ if $x, y \in P$ and $x \Rightarrow_P y$. We write $0, 1, 2, \ldots$ for the finite discrete pre-orders, the elements of which we denote as $x_1, x_2, \ldots$. When we need to draw pre-orders we will enclose the pre-order in brackets, either by using letters or the symbol $\circ$ to represent elements of the carrier set and use arrows to denote when one element is related to another. Arrows which can be inferred from the reflexivity and transitivity of the order relation are omitted. The symbol $\downarrow$ denotes the preorder with two elements which are related in the order.

We assume the reader is familiar with the basic concepts of category theory and enriched category theory. The basic theory of monads over categories with more structure than
Sets has been developed by Kelly and Power [?] and forms the theoretical basis of this research. However, we don’t consider familiarity with their work a pre-requisite for this paper. Rather, the concrete construction of representing monads for algebraic theories and for TRSs given in the next two sections should allow the reader to follow the rest of the paper.

3 Universal Algebra and Monads

**Definition 1 (Monad)** A monad \( T = \langle T, \eta, \mu \rangle \) on a category \( C \) is given by an endo-functor \( T : C \to C \), called the action, and two natural transformations, \( \eta : 1_C \Rightarrow T \), called the unit, and \( \mu : TT \Rightarrow T \), called the multiplication of the monad, satisfying the monad laws: \( \mu \cdot T\eta = 1_C = \eta \cdot \eta_T \), and \( \mu \cdot T\mu = \mu \cdot \mu_T \).

The monadic approach to term rewriting generalises the well known equivalence between (finitary) monads on the category \( \text{Sets} \) and universal algebra. Thus, in order to motivate our constructions, we begin with a brief account of this equivalence. However, since this material is standard category theory, we omit most proofs and instead refer the reader to the standard references ([?], [?], and [?]).

Every algebraic theory defines a monad on \( \text{Sets} \) whose action maps a set to the free algebra over this set. The unit maps a variable to the associated term, while the multiplication describes the process of substitution. The monad laws ensure that substitution behaves correctly, i.e., substitution is associative and the variables are left and right units. Thus monads form an abstract calculus for equational reasoning where variables, substitution and term algebra (represented by the unit, multiplication and action of the monad) are the primitive concepts. We now make these ideas precise.

**Definition 2 (Signature)** A (single-sorted) signature consists of a function \( \Sigma : \mathbb{N} \to \text{Sets} \). The set of \( n \)-ary operators of \( \Sigma \) is defined \( \Sigma_n \overset{\text{def}}{=} \Sigma(n) \)

**Definition 3 (Term Algebra)** Given a signature \( \Sigma \) and a set of variables \( X \), the term algebra \( T_{\Sigma}(X) \) is defined inductively:

- \( \overline{x} \in X \quad \overleftarrow{x} \in T_{\Sigma}(X) \)
- \( f \in \Sigma_n \quad t_1, \ldots, t_n \in T_{\Sigma}(X) \quad f(t_1, \ldots, t_n) \in T_{\Sigma}(X) \)

Quotes are used to distinguish a variable \( x \in X \) from the term \( \overline{x} \in T_{\Sigma}(X) \). This categorically inspired idea turns out to considerably simplify modularity proofs and hence is a nice example of a benefit to rewriting arising from its categorical semantics.

**Lemma 1** The map \( X \mapsto T_{\Sigma}(X) \) defines a monad \( T_{\Sigma} \) on \( \text{Sets} \).

The monads arising via the term algebra construction satisfy an important continuity condition, namely they are finitary. To understand this condition, the term algebra \( T_{\Sigma}(X) \) built over an infinite set \( X \) of variables can be given as

\[
T_{\Sigma}(X) = \bigcup_{X_0 \subset X \text{ is finite}} T_{\Sigma}(X_0)
\]
This equation holds since all the operators in $\Sigma$ have a finite arity and so a term built over $X$ contains only a finite number of variables — such terms are therefore built over a finite subset of $X$. Categorically this is expressed by saying the functor $T_{\Sigma}$ is finitary.

**Definition 4 (Finitary Monads)** A functor is finitary iff it preserves filtered colimits [?]. A monad is finitary iff its action is finitary.

**Lemma 2** If $\Sigma$ is a signature, then $T_{\Sigma}$ is finitary [?; Lemma 1.7].

Monads also model algebraic theories:

**Definition 5 (Equations and Algebraic Theories)** Given a signature $\Sigma$, a $\Sigma$-equation is of the form $X \vdash t = s$ where $X$ is a set and $t, s \in T_{\Sigma}(X)$. An algebraic theory $(\Sigma, E)$ consists of a signature $\Sigma$ and a set $E$ of $\Sigma$-equations.

The term algebra construction generalises from signatures to algebraic theories by mapping a set $X$ to the term algebra quotiented by the equivalence relation generated from the equations

$$T_A(X) = T_{\Sigma}(X)/_E$$

and hence we again obtain a finitary monad over $\text{Sets}$. The category of algebras of this monad is equivalent to the category of models of $A$, justifying the correctness of the monadic semantics: “universal algebra is the study of finitary monads over $\text{Sets}$” [?].

One key property of this monadic semantics for algebraic theories is that it is compositional. For the disjoint union of algebraic theories, this means $T_{A_1 + A_2} \cong T_{A_1} + T_{A_2}$. This compositionality property is established by showing that every finitary monad arises from an algebraic theory called the internal language of the monad. Since the monadic semantics is left adjoint to the internal language construction, compositionality follows from the fact that left-adjoints preserve colimits.

In summary, monads provide a semantics for algebraic theories with the concepts of term-algebra, variable and substitution taken as primitive.

### 4 Categorical Rewriting

Rewriting systems consist of rules for transforming the terms of a formal language. Intuitively, each rule is “local”, conceptually simple and easy to reason about while sequences of rewrites can model complex effects. We now briefly review the theory of TRSs — our presentation differs slightly from traditional presentations [?] so as to allow a smoother development of the categorical semantics. The main differences are as follows:

- Traditionally one uses a set of variables but, as our semantics for TRSs is based upon monads over $\text{Pre}$, our variables must form a preorder. The carrier set of this preorder are the usual variables which are used to form terms while the order relation allows variables to rewrite to other variables.
In addition, one usually fixes the variables at the outset. However, as the action of the representing monad of a TRS should map any pre-order (thought of as variables and variable rewrites) to a pre-order (thought of as terms and rewrites between them), we allow the pre-order of variables to vary.

Traditionally, the semantics of a TRS is a relation, either the one-step rewrite relation or the many many-step rewrite relation. Rather than give the semantics of a TRS as a relation, our monadic semantics interprets a TRS as a special kind of function (i.e., a monad) which maps pre-orders (thought of as variables and variable rewrites) to pre-orders (thought of as terms and rewrites between them).

Each of these categorically inspired generalisations of rewriting has been applied to syntactic formulations of rewriting and, in particular, has lead to a significant simplification of modularity proofs. This is strong empirical evidence that our categorical models really do advance our understanding of rewriting.

**Definition 6 (Rewrite Rules and Term Rewriting Systems)** Let \( \Sigma \) be a signature. A \( \Sigma \)-rewrite rule is of the form \( X \vdash l \rightarrow r \) where \( X \) is a finite set and \( l, r \in T_\Sigma(X) \). A TRS \( \Theta = (\Sigma, R) \) consists of a signature \( \Sigma \) and a set \( R \) of \( \Sigma \)-rewrite rules.

**Example 1 (Addition)** The TRS for addition presented in the introduction formally consists of the signature \( \Sigma \) where

\[
\Sigma(0) = \{0\} \quad \Sigma(1) = \{S\} \quad \Sigma(2) = \{+\}
\]

and has as \( \Sigma \)-rewrite rules \( \{r_1, r_2\} \) where

\[
r_1 : \{x\} \vdash 0 + x \Rightarrow x \\
r_2 : \{x, y\} \vdash Sx + y \Rightarrow S(x + y)
\]

Given a TRS one usually defines the one-step reduction relation and then the many step reduction relation which is the reflexive-transitive closure of the one-step reduction relation. As indicate above, our presentation of rewriting does not interpret a TRS as a relation, but as a function on relations. In addition, we take the many-step reduction relation as being of primary importance since it is usually this relation that one wants to reason about. Thus we define a term reduction algebra in Table 4 which takes a pre-order \( P \) of variables and rewrites between them and returns a pre-order \( T_\Theta(P) \) of terms and rewrites between them. This term reduction algebra is the direct generalisation of the term algebra construction of section ?? which takes a set of variables \( X \) and returns a set of terms \( T_\Sigma(X) \). Just as the term algebra construction defines a monad over \( \text{Sets} \), so the term algebra construction defines a monad over \( \text{Pre} \).

**Lemma 3** The map \( X \mapsto T_\Theta(X) \) defines a finitary, \( \text{Pre} \)-enriched monad \( T_\Theta \).

**Proof 1** The proofs follow those for algebraic theories. As for the enriched-ness of the construction, this follows from the requirement that reduction is a congruence as enforced by rule [CONG] in Table ???. See [??] for more details. 

\[\square\]
Let $X$ be a pre-order. Then define the pre-order $T_\Theta(X)$ as follows

- $T_\Theta(X)$ has carrier set $T_\Sigma(|X|)$
- $T_\Theta(X)$ has the order generated by

\begin{align*}
\text{[REFL]} & \quad t \in T_\Theta(X) \\ & \quad \frac{t \Rightarrow t}{T_\Theta(X) \vdash t \Rightarrow t}
\end{align*}

\begin{align*}
\text{[TRAN]} & \quad \frac{T_\Theta(X) \vdash t \Rightarrow u \quad T_\Theta(X) \vdash u \Rightarrow v}{T_\Theta(X) \vdash t \Rightarrow v}
\end{align*}

\begin{align*}
\text{[VAR]} & \quad \frac{X \vdash x \Rightarrow y}{T_\Theta(X) \vdash \lambda x \Rightarrow \lambda y}
\end{align*}

\begin{align*}
\text{[CONG]} & \quad \frac{T_\Theta(X) \vdash t_1 \Rightarrow s_1, \ldots, t_n \Rightarrow s_n}{T_\Theta(X) \vdash f(t_1, \ldots, t_n) \Rightarrow f(s_1, \ldots, s_n)}
\quad f \in \Sigma_n
\end{align*}

\begin{align*}
\text{[INST]} & \quad \frac{(Y \vdash \lambda \Rightarrow r) \in R, \quad \sigma : Y \Rightarrow T_\Theta(X)}{T_\Theta(X) \vdash l\sigma \Rightarrow r\sigma}
\end{align*}

Lemma 3 shows that we can model TRSs by monads over $\text{Pre}$. Although this semantics is powerful enough to prove state-of-the-art results in modular rewriting, it is unsatisfactory in a number of ways. Firstly, the semantics is a set-theoretic construction and proofs about the semantics will consequently use induction on the term structure; secondly, the semantics assumed various choices, eg the choice of base category, and if we change any of these, lemma 3 needs re-proving. Thirdly, although we have given a mathematical account of the similarity of algebraic theories and TRSs at the semantics level, we have so far failed to justify our claim that they are similar at the syntactic level. Finally, given that many semantics exist for TRSs, is there any reason to believe the monadic semantics is preferable. In addition to the empirical evidence given by the results in modular rewriting we have achieved using monads, we would also prefer some more theoretical reasons to believe in the “canonicity” of the monadic semantics. These questions are anwered by the theory of enriched monads to which we turn now.
5 TRSs and Enriched Monads

As we have seen, algebraic theories are modelled by monads over Set while TRSs are modelled by monads over Pre. These results are instances of a general theory developed by Kelly and Power [7, 8] which shows how monads over categories other than Set give rise to a generalised notion of algebraic theories. For any such category C, this theory provides us with suitably generalised notions of signature, term algebra, and equations. In this section we briefly explain the Kelly-Power framework using algebraic theories and TRSs to motivate the general constructions. Then in section ?? we apply the Kelly-Power framework to derive a monadic semantics for CTRSs.

5.1 Generalised Signatures

Recall from definition ?? that a signature is a function \( \Sigma : \mathbb{N} \rightarrow \text{Sets} \) — that is for each arity \( n \), there is a set of operations \( \Sigma(n) \). To define signatures for a category \( C \) it is natural to replace the idea of a set of operations by a \( C \) object of operations, ie change the codomain of \( \Sigma \) to \( C \). As for the domain of \( \Sigma \), they key point about the natural numbers is that they represent the isomorphism classes of finitely presentable objects. Hence replacing \( \mathbb{N} \) by the finitely presentable objects of \( C \) we get:

**Definition 7 (Generalised Signatures)** If \( C \) is a category, then a \( C \)-signature is a map \( \Sigma : |C_{fp}| \rightarrow C \)

A pre-order is finitely presentable iff its carrier set is finite. Hence if we present a TRS as a generalised signature \( \Sigma \), the signature will map a finite pre-order \( P \) to a pre-order \( \Sigma(P) \) of operations of that arity. The carrier set of \( \Sigma(P) \) can be thought of as term constructors and the order relation as rewrite rules. This is another instance where the categorical approach offers a new perspective of treating rewrite rules as constructors in their own right as opposed to the more traditional view of rewrite rules as oriented equations.

**Example 2 (Addition cont’d)** The addition TRS has the following operations with associated arities

<table>
<thead>
<tr>
<th>Operation</th>
<th>0</th>
<th>S</th>
<th>+</th>
<th>r₁</th>
<th>r₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arity</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

The associated Pre-signature \( \mathcal{R} : |\text{Pre}_{fp}| \rightarrow \text{Pre} \) is

\[
\begin{align*}
\mathcal{R}(0) &= (0) \\
\mathcal{R}(1) &= (S \ S_{\text{r}_1} \ t_1) \\
\mathcal{R}(2) &= (+ \ S_{\text{r}_2} \ t_2) \\
\mathcal{R}(P) &= () \text{ otherwise}
\end{align*}
\]

Since the arity of the rewrite rule \( \text{r}_1 \) is the discrete 1-element pre-order, we have represented it by an arrow in \( \mathcal{R}(1) \). But of course arrows need sources and targets, and hence the carrier set of \( \mathcal{R}(1) \) has three elements and thus declares three term constructors. To
summarise, when we model a TRS as a generalised signature we extend the signature of the TRS with a term constructor for the source and target of every rewrite rule \( r_i \). As we shall see, equations are used force \( s_1 \) to equal the real source of \( r_1 \), namely \( 0 + x \). Similarly other equations are used to set \( t_1, s_2 \) and \( t_2 \) to be the terms \( x, Sx + y \) and \( S(x + y) \).

### 5.2 Generalised Term Algebras

The generalised term algebra construction should map an object of \( \mathcal{C} \), thought of as variables, to another object of \( \mathcal{C} \) which we think of the terms built over the variables. Recall that the term algebra of an algebraic theory was defined inductively by the clauses:

\[
\begin{align*}
  x \in X & \quad \Rightarrow \quad \text{\( x \in T_\Sigma(X) \)} \\
  f \in \Sigma(m) & \quad \Rightarrow \quad \text{\( f(t_1, \ldots, t_m) \in T_\Sigma(X) \)}
\end{align*}
\]

We can replace \( t_1, \ldots, t_m \in T_\Sigma(X) \) by a function \( \theta : m \to T_\Sigma(X) \) where \( m \) is the \( m \) element set or, equivalently, an element of \([m, T_\Sigma(X)]\). Also as, the term algebra is defined inductively, it is limit of the chain \( T_0(X) \hookrightarrow T_1(X) \hookrightarrow \ldots \) where

\[
\begin{align*}
  f \in \Sigma(m) & \quad \Rightarrow \quad \text{\( \theta : [m, T_n(X)] \)} \\
  f\theta \in T_{n+1}(X)
\end{align*}
\]

Writing this more abstractly, and crucially isolating the role of \( \text{Sets} \):

\[
\begin{align*}
  T_0(X) & = X \\
  T_{n+1}(X) & = X + \sum_{m \in \mathbb{N} \cup 0} [m, T_n(X)] \times \Sigma(m)
\end{align*}
\]

This formulation of the term algebra construction makes explicit the structure of \( \text{Sets} \) which is used and, consequently, suggests that we should define the generalised term algebra as follows

**Definition 8 (Generalised Term Algebra):** Let \( \Sigma \) be a \( \mathcal{C} \)-signature and \( X \) an object of \( X \). Then define \( T_\Sigma(X) = \text{colim} \ T_0(X) \hookrightarrow T_1(X) \hookrightarrow \ldots \)

\[
\begin{align*}
  T_0(X) & = X \\
  T_{n+1}(X) & = X + \sum_{c \in \mathcal{C}_2} \mathcal{C}(c, T_n(X)) \otimes \Sigma(c)
\end{align*}
\]

In its most general form, the Kelly-Power framework considers a category \( \mathcal{C} \) enriched over a category \( \mathcal{V} \). In this case, \( \otimes \) is the co-power, that is, the representing object for the functor \( \mathcal{V}[U, \mathcal{C}[A, \_]] : \mathcal{C} \to \mathcal{V} \). In more detail, this means

\[
\mathcal{C}[U \otimes A, B] \cong \mathcal{V}[U, \mathcal{C}[A, B]]
\]

Thus the term algebra \( T_\Sigma(X) \) depends not just the category \( \mathcal{C} \), but also the choice of enrichment. When modelling TRSs, we can consider \( \text{Pre} \) as enriched over \( \text{Set} \) or \( \text{Pre} \).
as being enriched over $\text{Pre}$. To understand the consequences of the different choices of enrichments consider a term constructor $f$ of arity $c$ and $c$-tuples of terms $\theta_1, \theta_2 : c \rightarrow T_n(X)$. Then

- **Enrichment over Sets**: Here $[c, T_n(X)]$ is the set of monotone functions from the preorder $c$ to the pre-order $T_n(X)$. Thus, even if $\theta_1 \Rightarrow \theta_2$, there is no forced relationship between the terms $f\theta_1$ and $f\theta_2$. Consequently, reduction is not forced to be a congruence.

- **Enrichment over $\text{Pre}$**: Here $[c, T_n(X)]$ is not a set of monotone functions, but a pre-order of monotone functions. Consequently, if $\theta_1 \leq \theta_2$, then $f\theta_1 \Rightarrow f\theta_2$. Therefore, enrichment over $\text{Pre}$ forces reduction to be a congruence.

In most rewriting (including the version presented in this paper) reduction is considered to be a congruence and hence we always work with $\text{Pre}$-enriched structures. But it is reassuring to know that if we wanted to study a non-congruent reduction relation, e.g. in the theory of eta-expansions $\{?, ?\}$, we need only change the enrichment. Of course $C$ and $V$ must satisfy certain properties for definition 8 to make sense. However, we delay a discussion of this until after we have introduced the generalisation of equations.

### 5.3 Generalised Equations and Generalised Algebraic Theories

**Definition 9 (Generalised Algebraic Theory)** A generalised algebraic theory $A = (\Sigma) E$ is given by a generalised signature $\Sigma$, and equations which are given by a function $E : [C_{fp}] \rightarrow C$ together with a family of pairs of maps

$$
\begin{align*}
E(c) & \xrightarrow{\sigma_c} \tau_c T_{\Sigma}(c) \\
 \forall c \in [C_{fp}] &
\end{align*}
$$

The idea is that $E$ specifies the shape of the equations while the maps $\sigma$ and $\tau$ specify the left-hand side and right-hand side of the equations respectively. In the case of TRSs, we want to equate the formal sources and targets introduced by the generalised signature with the actual sources and targets of the rewrite rules. Intuitively this means writing

$$
\begin{align*}
\sigma_1(x) &= 0 + x & t_1(x) &= x & s_2(x, y) &= Sx + y & t_2(x, y) &= S(x + y)
\end{align*}
$$

To translate these intuitive equations into the generalised equations of definition 9 note that the carrier set of $E(1)$ will contain one element for every equation of arity 1 between terms while the order relation of $E(1)$ will specify equations of arity 1 between the rewrites. Similar comments hold for $E(2)$. Since there are two equations of arity 1 between terms, and two equations of arity 2 between terms, we set $E(1) = E(2) = 2$. Consequently, the maps $\sigma_1$ and $\tau_1$ consist of a pair of elements of $T_{\Sigma}(1)$, and similarly for $\sigma_2$ and $\tau_2$:

$$
\begin{align*}
\sigma_1 &= (s_1(x_1), \ t_1(x_1)) \\
\tau_1 &= (0 + x_1, \ x_1) \\
\sigma_2 &= (s_2(x_1, x_2), \ t_2(x_1, x_2)) \\
\tau_2 &= (Sx_1 + x_2, \ S(x_1 + x_2))
\end{align*}
$$
In general, given such an algebraic theory, its representing monad is the universal monad that coequalises $\sigma$ and $\tau$. The main theorem of the Kelly-Power framework is that, given certain properties of $\mathcal{C}$ and the category $\mathcal{V}$ it is enriched over, such a universal monad exists. Conversely every finitary monad can be presented as such a generalised algebraic theory.

**Theorem 1 (Kelly-Power)** Let $\mathcal{C}$ be a locally finitely presentable category enriched over the locally finitely presentable symmetric monoidal closed category $\mathcal{V}$. Then

- If $A = \langle \Sigma, E \rangle$ is a $\mathcal{C}$-algebraic theory, then it is represented by a finitary $\mathcal{V}$-enriched monad $T_A$.
- Every finitary $\mathcal{V}$-enriched monad on $\mathcal{C}$ arises from a $\mathcal{C}$-algebraic theory.

We leave the reader to consult the literature [?] for the precise definition of a locally finitely presentable category in the enriched context. In our uses of theorem 1, $\mathcal{C}$ and $\mathcal{V}$ will be well known to satisfy the required properties. For instance in the monadic semantics for TRSs we have $\mathcal{V} = \mathcal{C} = \text{Pre}$ and $\text{Pre}$ is known to be lfp as a closed category.

We finish this section with a crucial observation about our semantics, namely that it is constructed categorically, and hence we can reason about it categorically. This contrasts, for example, with the 2-categorical semantics of a TRS where the theory of a TRS is constructed syntactically. It is also more amenable to generalisations, e.g. the constructors (both terms and rewrites) may have non-discrete arities and we could write equations between any two terms, thus modelling *equational rewriting*.

### 6 Conditional Term Rewriting Systems (CTRSs)

Conditional rewriting allows conditions to be imposed on when a rewrite is permissible. There are various different types of CTRS depending on the exact nature of the conditions which may be imposed. We now briefly review the theory of CTRSs — more details may be found in [?]. Again our presentation differs slightly from traditional formulations in that we parameterise each conditional rewrite rule by a pre-order of variables.

**Definition 10 (Conditional Term Rewrite Systems)** Let $\Sigma$ be a signature. A $\Sigma$-conditional rewrite rule is of the form

$$X, l_1 \sim r_1, \ldots, l_n \sim r_n \vdash l \Rightarrow r$$

where $X$ is a finite pre-order and $l, l_i, r, r_i$ are all members of $T_\Sigma(|X|)$. A $\Sigma$-CTRS consists of a set of $\Sigma$-conditional rewrite rules, different $T$'s.

In the literature there are several standard interpretations of $\sim$, each of which leads to a different notion of CTRS.

- **Join-CTRS**: The relation $\sim$ is called *joinability* and $t \sim u$ iff $t$ and $u$ have a common reduct. In this case we write $t \downarrow u$. 
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- **Semi-equational CTRSs**: The relation $\sim$ is interpreted as being equivalent in the associated equational theory. In such circumstances we write $t \leftrightarrow^* u$

- **Reduction CTRSs**: The relation $\sim$ is interpreted as many-step reduction. In such circumstances we write $t \Rightarrow^* u$

Of course, there are many other possible interpretations of the relation $\sim$. Our semantics covers most interpretations of $\sim$ and hence provides a unifying framework for the study of many of the CTRSs which occur in the literature. In order to avoid committing ourselves to a particular notion of CTRS we will in future write $\Sigma$-conditional rewrite rules as

$$Y; C \vdash l \Rightarrow r$$

where $Y$ is a pre-order, $l$, $r$ are terms and $C$ is some relation on $T_\Sigma([Y])$

How do we define the one-step reduction relation of a CTRS. In the unconditional setting each rewrite rule is closed under substitutions and contexts, ie the term constructors are required to be monotonic. In the conditional setting, one must look at the rewrites one has constructed and check whether the conditions of a rewrite rule have been verified before adding the conclusion of the rewrite rule to the rewrite relation.

**Definition 11 (Reduction for CTRSs):** Given a $\Sigma$-CTRS $\Theta$, and a pre-order $X$, the conditional reduction algebra $T_\Theta(X)$ is defined in Table 6.

### 7 Can CTRSs be Modelled by Monads?

Since TRS can be modelled by monads, a natural question is whether a CTRS can be modelled by a monad. In answering this question we rely heavily on the Kelly-Power theorem which characterises those syntactic presentations which can be modelled by monads.

Our first answer is yes — but only in limited circumstances. Recall that each rewrite rule of a TRS is treated as an operation of a generalised signature and that for the TRSs one usually considers, these arities are discrete. However the theory of enriched monads allows arities for rewrite rules to be non-discrete pre-orders and this leads to CTRSs where each term in the conditions is a variable.

**Example 3** Let $\Sigma$ be the signature consisting of a nullary function symbol $T$ and a binary function symbol $eq$. The $\Sigma$-conditional rewrite rule

$$x \Rightarrow z, y \Rightarrow z \vdash eq(x, y) \Rightarrow T$$

can be given as an operation with arity the pre-order $(x \Rightarrow z \Leftarrow y)$. This is because a monotone map $\theta : (x \Rightarrow z \Leftarrow y) \rightarrow T_\Theta(X)$ will consist of three terms $\theta(x), \theta(y)$ and $\theta(z)$ and monotonicity will force $\theta(x)$ and $\theta(y)$ both to rewrite to $\theta(z)$. 
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Let \( X \) be a pre-order. Then define the pre-order \( \Theta(X) \) as follows:

- \( \Theta(X) \) has carrier set \( \Theta(|X|) \)
- \( \Theta(X) \) has the order generated by

\[
\begin{align*}
&\text{[REFL]} & t \in \Theta(X) & \Rightarrow t \Rightarrow t \\
&\text{[TRAN]} & \Theta(X) \vdash t \Rightarrow u & \land \Theta(X) \vdash u \Rightarrow v \\
&\text{[VAR]} & X \vdash x \Rightarrow y & \Rightarrow \Theta(X) \vdash x \Rightarrow y \\
&\text{[CONG]} & \Theta(X) \vdash t_1 \Rightarrow s_1, \ldots, t_n \Rightarrow s_n & \Rightarrow \Theta(X) \vdash f(t_1, \ldots, t_n) \Rightarrow f(s_1, \ldots, s_n) \\
&\text{[INST]} & (Y, C \vdash l \Rightarrow r) \in R, \quad \sigma : Y \rightarrow \Theta(X), \quad \Theta(X) \vdash C \sigma & \Rightarrow \Theta(X) \vdash l \sigma \Rightarrow r \sigma
\end{align*}
\]

So limited forms of CTRSs can be modelled by a monad. But what about more general forms where the conditions in the rewrite rules pertain not merely to variables but rather to arbitrary terms. One could imagine trying to use equations to model CTRSs with arbitrary conditions as a quotient of CTRSs whose conditions pertain solely to variables. However this is to fundamentally misunderstand the universality of universal algebra. The key point is that a conditional rewrite rule is an operation whose domain of definition is restricted by the conditions of the rewrite rule. An analogous situation arises when one tries to present categories as being algebraic — composition of morphisms is an operation which is defined only under certain circumstances, namely that the target of the first morphism equals the source of the second.

\[ f \circ g \text{ is defined iff } \delta_1(g) = \delta_0(f) \]

Theories containing operations whose domains are (equationally) restricted are examples of essentially algebraic theories. Summing up, monads model algebraic structure, but CTRSs are examples of essentially algebraic structures.
7.1 CTRSs as Rewrite Relation Transformers

Although not defining a monad, we can still view a CTRS $\Theta$ as a function $[\Theta]$ which maps a relation on terms to a relation on terms. However, we do not really want arbitrary relations but rewrite relations, ie relations closed under contexts and substitution. Proof obligation that intermentait steps are rewrite relations?

**Definition 12 (Rewrite Relation)** Let $\Sigma$ be a signature. A $\Sigma$-rewrite relation over a set $X$ is a preorder $R \subseteq T_\Sigma(X) \times T_\Sigma(X)$ such that

- $R$ is closed under substitution.
  \[
  R \models l \Rightarrow r \quad \sigma : X \rightarrow T_\Sigma(X) \quad \frac{}{R \models l\sigma \Rightarrow r\sigma}
  \]

- $R$ is closed under contexts, ie
  \[
  \frac{R \models l_1 \Rightarrow r_1, \ldots, R \models l_n \Rightarrow r_n}{R \models f(l_1, \ldots, l_n) \Rightarrow f(r_1, \ldots, r_n)} \quad f \in \Sigma(n)
  \]

Let $\text{Rew}(\Sigma, X)$ be the $\Sigma$-rewrite relations over $X$.

Now a CTRS $\Theta$ can be modelled as a function $[\Theta]$ over $\text{Rew}(\Sigma, X)$ which interprets the conditions of a rewrite rule in the domain of the function and, if these conditions are met, adds the rewrite to the rewrite relation and then iterates this process until a limit is reached. More formally, given a $\Sigma$-rewrite relation $R$ we define $[\Theta](R)$ to be the least relation generated by the inference rules of Table 7.1. Note that we need not build reflexivity into $[\Theta](R)$ because this follows from the inclusion of $A$ as described in rule $[\text{VAR}]$.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Premises</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{[TRAN]}</td>
<td>$[\Theta] \models t \Rightarrow u$ $[\Theta] \models u \Rightarrow v$</td>
<td>$[\Theta] \models t \Rightarrow v$</td>
</tr>
<tr>
<td>\text{[VAR]}</td>
<td>$R \in \text{Rew}(\Sigma, X)$</td>
<td>$R \subseteq <a href="R">\Theta</a>$</td>
</tr>
<tr>
<td>\text{[INST]}</td>
<td>$Y, C \vdash l \Rightarrow r$ $\sigma : Y \rightarrow T_\Sigma(X)$</td>
<td>$<a href="R">\Theta</a> \models l\sigma \Rightarrow r\sigma$</td>
</tr>
<tr>
<td>\text{[CONG]}</td>
<td>$<a href="R">\Theta</a> \models l_1 \Rightarrow r_1, \ldots, <a href="R">\Theta</a> \models l_n \Rightarrow r_n$</td>
<td>$f \in \Sigma(n)$ $<a href="R">\Theta</a> \models f(l_1, \ldots, l_n) \Rightarrow f(r_1, \ldots, r_n)$</td>
</tr>
</tbody>
</table>

However, although we have a semantics for the CTRS $\Theta$ as a function $[\Theta] : \text{Rew}(\Sigma, X) \rightarrow \text{Rew}(\Sigma, X)$
there are two ways in which this semantics fails to define a monad

- The inductive definitions are still conditional; that is the premise of the rule [\text{Inst}] contains the condition $[[\theta]](R) \models C\sigma$
- The model is syntactic, ie $[[\theta]]$ is a function over relations on terms

The second problem is solved by replacing $\Sigma$-rewrite relations with ordered $\Sigma$-algebras

7.2 CTRSs as Ordered $\Sigma$-Algebra Transformers

Firstly lets define what an ordered $\Sigma$-algebra is. There are three equivalent definitions which we now present — proofs of the equivalence can be found in [?].

**Definition 13 (Ordered $\Sigma$-Algebras)** Let $\Sigma$ be a signature. An ordered $\Sigma$-algebra is

- A pre-order $P$ and, for every $f \in \Sigma(n)$, a monotone map $f_A : A^n \to A$. If $A$ is an ordered $\Sigma$-algebra, then its carrier set is written $[A]$ and is defined to be the carrier set of $P$
- Or, an algebra of the $\text{Pre}$-enriched monad $T_\Sigma : \text{Pre} \to \text{Pre}$. Note we have met this monad before — it is the representing monad of the TRS whose signature is $\Sigma$ and which contains the empty set of $\Sigma$-rewrite rules.
- Or, an ($\text{Pre}$-enriched) FP-functor from $\text{Th}(\Sigma)$ to $\text{Pre}$, where $\text{Th}(\Sigma)$ is the Lawvere theory of $\Sigma$.

The category of ordered $\Sigma$-algebras is denoted $O\Sigma\text{-Alg}$. The free and forgetful functors between $O\Sigma\text{-Alg}$ and $\text{Pre}$ are denoted $F_\Sigma$ and $U_\Sigma$.

\[
\begin{array}{cccc}
O\Sigma\text{-Alg} & \xrightarrow{U_\Sigma} & \text{Pre} \\
\downarrow & & \downarrow \\
F_\Sigma & & \\
\end{array}
\]

Crucially, ordered $\Sigma$-algebras have enough structure to interpret the conditions arising in a CTRS. To formalise this we need the definition of a valuation

**Definition 14 (Valuation)** A $\Sigma$-valuation is a map $\phi : P \to U_\Sigma A$ where $P$ is a pre-order and $A$ is an ordered $\Sigma$-algebra.

Given a valuation $\phi : P \to U_\Sigma A$, the conjugate $\phi^* : F_\Sigma(P) \to A$ interprets terms in the algebra $A$ and hence allows us to test whether $A$ meets the conditions in a conditional rewrite rule. First some notation. If $l \in [T_\Sigma(P)]$ we denote the action of $\phi^*$ on $l$ as $l\phi$.

**Definition 15 (Validation)** An ordered $\Sigma$-algebra $A$ validates a $\Sigma$-conditional rewrite rule $(Y, C \vdash l \Rightarrow r)$ at a valuation $\phi : Y \to U_\Sigma A$, iff for each $l \Rightarrow r \in C$ we have $A \models l\sigma \Rightarrow r\sigma$. In such circumstances we write $A \models C\sigma$. 
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We can now give a semantics to a CTRS as a map of ordered $\Sigma$-algebras in Table 7.2. Again, reflexivity of $[A]$ follows from the rule [VAR]. Summing up, how close have we come to a monadic semantics for CTRSs? Replacing rewrite relations by ordered $\Sigma$-algebras has certainly removed one of the problems mentioned at the end of section ???. However, our inductive definition of Table 7.2 still has a conditional element and so doesn’t define a monad.

<table>
<thead>
<tr>
<th>Table 4: A Semantics for CTRSs as ordered $\Sigma$-algebra-transformers</th>
</tr>
</thead>
<tbody>
<tr>
<td>The carrier set of $<a href="A">\Theta</a>$ is the carrier of $A$.</td>
</tr>
<tr>
<td>The order of $<a href="A">\Theta</a>$ is defined inductively by</td>
</tr>
<tr>
<td>$<a href="A">\Theta</a> \vdash t \Rightarrow u$</td>
</tr>
<tr>
<td>$\Theta(A) \models t \Rightarrow u$</td>
</tr>
<tr>
<td>$<a href="A">\Theta</a> \models t \Rightarrow v$</td>
</tr>
<tr>
<td>$A$ is an ordered $\Sigma$-algebra</td>
</tr>
<tr>
<td>$\sigma : X \rightarrow A$</td>
</tr>
<tr>
<td>$<a href="A">\Theta</a> \models C\sigma$</td>
</tr>
<tr>
<td>$X, C \vdash l \Rightarrow r$</td>
</tr>
<tr>
<td>$<a href="A">\Theta</a> \models l \sigma \Rightarrow r \sigma$</td>
</tr>
<tr>
<td>$<a href="A">\Theta</a> \models l_1 \Rightarrow r_1, \ldots$</td>
</tr>
<tr>
<td>$\Theta(A) \models l_n \Rightarrow r_n$</td>
</tr>
<tr>
<td>$f \in \Sigma(n)$</td>
</tr>
</tbody>
</table>

### 7.3 A Monadic Semantics for CTRSs

So far we have tried to give a semantics for CTRSs in terms of finitary monads over $\text{Pre}$ and, when we found out this was not possible, we subsequently gave a semantics for CTRSs as ordered $\Sigma$-algebra-transformers. The natural next question is can we replace ordered $\Sigma$-algebra-transformer by monad over the category of ordered $\Sigma$-algebras. In this section we show that the answer is yes. By changing to a more complex base category for the representing monad we get a tangible benefit, namely a more complex notion of arity for operations which is sufficiently general to model CTRSs. The price we must pay is that instead of reasoning about pre-orders, we must now reason about the more complex ordered $\Sigma$-algebras.

A direct proof that a CTRS $\Theta$ can be modelled by a monad $T_{\Theta} : \text{O}\Sigma\text{-Alg} \rightarrow \text{O}\Sigma\text{-Alg}$ would proceed as follows:

- **Step 1**: Extend the semantics $[\ ]$ to an action on ordered $\Sigma$-algebra-homomorphisms, ie prove that if $\Theta$ is a CTRS and $f : A \rightarrow B$ is a map of ordered $\Sigma$-algebras then there is another map $[\Theta](f) : [\Theta](A) \rightarrow [\Theta](B)$. Furthermore, prove that this defines a functor on $\text{O}\Sigma\text{-Alg}$.

- **Step 2**: It is clear from Table 7.2 that if $A$ is an ordered $\Sigma$-algebra, then $A \subseteq$
[\Theta](A). Prove that this inclusion is actually a homomorphism of ordered \(\Sigma\)-algebras and that the family of maps \(\eta_A : A \to [\Theta](A)\) is a natural transformation.

- **Step 3:** Similarly if \(A\) is an ordered \(\Sigma\)-algebra, prove that there is a homomorphism \(\mu_A : [\Theta](A) \to [\Theta](A)\) and that these maps form a natural transformation.

- **Step 4:** Prove that the triple \(T = ([\cdot], \eta, \mu)\) satisfy the monad laws.

- **Step 5:** Verify that \(T\) is finitary

This is a lot of work! Not difficult but certainly time consuming and requiring many little details to be checked, especially defining the multiplication and verifying the monad law \(\mu \circ T \mu = \mu \circ \mu T\) which requires an analysis of the rather large beast known as \([[[A]]]\\). A better alternative is to use the theory of enriched monads as described in section ??.

Therefore we will proceed as follows

- **Preliminaries:** Prove that the category of ordered \(\Sigma\)-algebras satisfies the premises of the Kelly-Power framework as described in theorem ??.

- **CTRSs as Generalised Theories:** Present each CTRS as an ordered \(\Sigma\)-algebra-theory. This amounts to defining each conditional rewrite rule as an operation whose arity is a finitely presentable ordered \(\Sigma\)-algebra. By theorem ?? this will define a Pre-enriched monad

- **Correctness:** Prove that the monadic semantics is actually correct, i.e. that it agrees with the ordered \(\Sigma\)-algebra-transformer semantics of section ??.

### 7.3.1 Preliminaries

Most of the results we require are (Pre-enriched versions of) well known results — we quote them here and provided references for proofs. Recall that we require properties of the category we are enriching over (here Pre) and properties of the base category of the monad (here \(\Omega\Sigma\)-Alg). In addition, in order to associate arities to operations we need to know what the finitely presentable objects of \(\Omega\Sigma\)-Alg are. Finally, to analyse the term algebra construction, we need to know how to construct certain tensors.

**Lemma 4** The category Pre is a symmetric monoidal closed category and is lfp with respect to this closed structure.

**Lemma 5** The category of \(\Omega\Sigma\)-Alg is lfp. In addition

- Characterise some fp-objects

- If \(P\) and \(P'\) are pre-orders,

\[
P \otimes F_{\Sigma}(P') \equiv F_{\Sigma}(P \times P')
\]
7.3.2 CTRSs as Generalised Theories

Next we present a CTRS as a \( O\Sigma\text{-Alg} \)-theory. In order to help the reader understand how this is done, we focus for the time being on the CTRS containing the single conditional rewrite rule

\[
R \overset{\text{def}}{=} (P, l \rightarrow r \mid u \rightarrow v)
\]

At the end of this section we discuss the modifications required to treat more complex CTRSs. The most important question is refers to the arity of \( R \) which we shall henceforth denote \( ar(R) \). Intuitively, \( ar(R) \) should be the smallest ordered \( \Sigma \)-algebra such that

- The carrier set of \( ar(R) \) is the carrier set of \( F_{\Sigma}(P) \)
- \( ar(R) \vdash l \rightarrow r \)

But there are two questions. Firstly does such an ordered \( \Sigma \)-algebra exist and if so is it

finite presentable. We now answer both these questions positively

**Lemma 6** \( ar(R) \) exists and is a finitely presentable ordered \( \Sigma \)-algebra.

**Proof 2** \( ar(R) \) is presented as a coequalizer in \( O\Sigma\text{-Alg} \)

\[
F_{\Sigma}(2) \rightarrow^\sigma \tau F_{\Sigma}(P+ \downarrow)
\]

where \( \sigma = F_{\Sigma}(i) \) and \( i \) is the obvious composition of inclusions \( 2 \rightarrow \downarrow \rightarrow P+ \downarrow \). As for the definition of \( \tau \), note that the pair of terms \( (l, r) \) define a map in \( \text{Pre} (l, r) : \): 

\[
2 \rightarrow T_{\Sigma}(P) = U_{\Sigma}F_{\Sigma}(P).
\]

Using the natural isomorphism of adjunction \( \nabla \) this defines a map \( (l, r)^* : F_{\Sigma}(2) \rightarrow F_{\Sigma}(P) \). Finally define \( \tau = F_{\Sigma}(i) \circ (l, r)^* \) where \( i : P \rightarrow P+ \downarrow \) is the obvious inclusion.

Finitariness follows from ...

There are two points to remember when generalising the presentation of a TRS as a \( \text{Pre} \)-signature to the presentation of a CTRS as a \( O\Sigma\text{-Alg} \)-signature:

- Firstly, the use of \( O\Sigma\text{-Alg} \) as the base category of our monads means that the term constructors of the language have already been decalred. This is in constrast to presentations of TRSs as \( \text{Pre} \)-signatures where the signature declares both the term and rewrite constructors. In many ways this separation of the declaration of term constructors from the declaration of rewrite rules is closer to the actual practice of rewriting where one firast defines the terms of the language and then equips themn with a rewrite relation

- Secondly, given a TRS, each rewrite rule of arity \( P \) contributes the pre-order (\( \rightarrow \)) to the operations of arity \( P \). Unfortunately things are a bit more complex here as we cannot write \( S(ar(R)) = (\rightarrow) \) here as the operations of a given arity must form an ordered \( \Sigma \)-algebra. The solution is to use the free functor \( F_{\Sigma} \) to create ordered \( \Sigma \)-algebra. This is more a defect of our attempt apply the Kelly-Power framework directly rather than tailoring it to our needs. We shall comment further on this in the conclusion.
Hence, the signature $S : \text{O}\Sigma\text{-Alg}_{p} \rightarrow \text{O}\Sigma\text{-Alg}$ for the CTRS $\Theta$ is given by

\[
S(A) = \begin{cases} 
F_{\Sigma}(1) & A = \text{ar}(R) \\
F_{\Sigma}(0) & \text{otherwise}
\end{cases}
\]

Again the need to have the operations of a given arity form a ordered $\Sigma$-algebra forces us to use the free functor $F_{\Sigma}$. The equations of the theory are used to ensure that no new term constructors are actually declared. These equations fall into two classes.

- Firstly those constructors introduced by $F_{\Sigma}$ must be set equal to their interpretation in their arity
- The source and target of the rewrite rules must be set equal to $u$ and $v$ respectively.

Formally, the shape of the equations are defined by $E : \text{O}\Sigma\text{-Alg}_{p} \rightarrow \text{O}\Sigma\text{-Alg}$ where

\[
E(A) = \begin{cases} 
F_{\Sigma}(2) & A = \text{ar}(R) \\
F_{\Sigma}(0) & \text{otherwise}
\end{cases}
\]

which is the obvious generalisations of the equations used in the presentation of a TRS but incorporating the free functor $F_{\Sigma}$. Next for the maps $\sigma, \tau : E \Rightarrow T_{S}$ we proceed as follows:

- **Arity** $\text{ar}(R)$: Recall that our signature has declared term constructors $s_{R}$ and $t_{R}$ which we want to set to be the terms $l$ and $r$. But remember $l, r$ are elements of the carrier set of $T_{\Sigma}(P)$ and hence define a map in $\text{Pre}(l, r) : 2 \rightarrow T_{\Sigma}(P)$. This in turn defines a map $(l, r)^{*} : F_{\Sigma} \rightarrow F_{\Sigma}(P)$ which when postcomposed with the maps $F_{\Sigma}(P) \rightarrow \text{ar}(R) \rightarrow T_{S}(\text{ar}(R))$ defines $\sigma$.

Since $\sigma$ picks out the real source and target of $R$, $\tau$ must pick out the formal source and target constructors. We construct a map $F_{\Sigma}(2) \rightarrow [\text{ar}(R), \text{ar}(R)] \times S(\text{ar}(R))$ and then define $\tau$ to be the postcomposition of this map with the evident inclusion into $T_{S}(\text{ar}(R))$. Since $S(\text{ar}(R)) = F_{\Sigma}([1])$ and by using lemma 7.7, this amounts to giving a map $F_{\Sigma}(2) \rightarrow F_{\Sigma}([\text{ar}(R), \text{ar}(R)] \times [1])$. This map is the image under $F_{\Sigma}$ of

\[
2 \cong 1 \times 2 \rightarrow [\text{ar}(R), \text{ar}(R)] \times [1]
\]

- **Other Arities** $A$: Recall that the operations of a given arity have to form an $\text{O}\Sigma\text{-Alg}$ and this forced us to declare the theory of $\Sigma$ again. Now we get rid of them by setting these term constructors to be their interpretation the arity. We therefore define $\sigma$ as above, but replacing $(l, r) : 2 \rightarrow T_{\Sigma}(P)$ with $0 : 0 \rightarrow T_{\Sigma}(P)$.

As for $\tau$, by similar reasoning to above, we need a map $0 \rightarrow [\text{ar}(R), A] \times 0$ which we obviously take as the identity (which is the unique map from the initial object).

### 7.3.3 Correctness:

We have shown how to present a CTRS with a single rewrite rule as a generalised algebraic theory over $\text{O}\Sigma\text{-Alg}$. The presentation was slightly complicated by the need to
add in lots of term constructors and then throw them out again, but nevertheless the presentation is still fairly concise. By theorem ??, this theory has a representing monad which defines the monadic semantics for CTRSs as promised.

However, we still have one thing to do. although we have a monad, is it correct? That is, is the action of the representing monad the same as ordered Σ-algebra-transformer semantics of section ??? We prove that this is the case in two stages. Firstly note that the ordered Σ-algebra-transformer semantics doesn’t change the carrier set of the ordered Σ-algebra — we therefore prove the corresponding fact about the representing monad of a CTRS. Secondly we prove that the representing monad adds in the right amount of rewrites, that is that the order relation defined by the representing monad is the order relation defined by the ordered Σ-algebra-transformer semantics.

8 Conclusions and Further Work

This paper has carried on a line of succesful research in categorical models of rewriting. In particular we have presented a semantics for CTRSs using monads and can now use our previous results to study modularity of CTRSs from a categorical perspective. There are two natural continuations of this research

- Although we have succeeded in our main task of providing a monadic semantics for CTRSs, the proof can be improved. Although better than a concrete proof, our attempt to use the Kelly-Power framework was not as concise as it should be. They consider a category \( \mathcal{C} \) enriched over \( \mathcal{V} \) and require a signature to be a functor \( S : [\mathcal{C}, \mathcal{V}] \to \mathcal{C} \). However, our application has \( \mathcal{C} \) the category of algebras of a finitary \( \mathcal{V} \)-monad \( T \) over \( \mathcal{V} \) and our operations and equations were all free algebras.

Our work suggests that in such a setting we work with asignatures of the form \( S : [T-\text{Alg}_{fp}] \to \mathcal{V} \). This would avoid throwing in term constructors in the signature only to quotient them out later using equations. Infact, the final version of this paper may be rewritten along these lines.

- **Something on modularity**
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