Abstract—Besides the construction of the robots, the development of control software and tools for simulation and debugging are major topics of interest in the domain of soccer playing humanoid robots. In the RoboCup Four-Legged League, the whole research has—due to the existence of a standard platform—been focused on software development since many years. Therefore, a migration of successful software solutions to humanoid soccer robots is an obvious advancement. In this paper, we point out the similarities between these two domains and describe how to use approved approaches in areas as e.g. vision, localization, or simulation. As a successful example, we describe the migration of GermanTeams’s Four-Legged software to the BreDoBrothers humanoid team.

I. INTRODUCTION

The BreDoBrothers [1] are a joint humanoid soccer team of researchers and students from the Universität Bremen and the Universität Dortmund. Members of both teams have a common track record in the GermanTeam [2]–[5], which has become world champion in the Four-Legged League twice.

Starting a new humanoid team—which had the aim of participating in RoboCup competitions in its first year—from scratch is a challenging task. Since our team has been consisting of computer scientists and thus has not been primarily interested in robot construction, the usage of a commercially available robot platform (cf. Sect. II) and the transfer of as much code and experiences from the Four-Legged League to the Humanoid League as possible have been an obvious approach. That robot soccer league exists already since 1998 and has since then exclusively focused on software development because of the existence of a standard robot platform. Many different issues as robot vision, localization, object tracking, or robot behavior control have been investigated and solved in a robot soccer scenario. The close similarities to the Humanoid League make many of these solutions directly applicable to this domain and therefore offer an interesting point to start from. In the long view, such a proceeding contributes to the establishment of a higher standard of soccer software for humanoid robots.

This paper is organized as follows: Section II describes the robots used and points out the similarities between the two soccer environments. After that, the implementation of the general software framework (cf. Sect. III) and the application of a dynamic robot simulation (cf. Sect. IV) are presented.
For all on-board computations, we equipped the robots with standard Pocket LOOX PDAs from Fujitsu Siemens. This widespread approach has been described comprehensively by [6]. This offers computational capabilities comparable with the ones of the AIBO robot. Nevertheless some algorithms run slower due to the missing floating point unit on these devices. The color camera of the PDA—which provides images at a resolution on \(320 \times 240\) pixels—has been lead through the case and been mounted on the pan-tilt unit. By using the internal camera, framerates of more than 10 images per second (including all processing steps) could be achieved.

The environments of both soccer leagues are quite similar: Legged robots with mainly passive sensors (i.e. cameras and proprioceptive sensors, no laser range finders or ultra sonic sensors) play on a heavily standardized field. All objects are color-coded (the ball is orange, the field is green, the goals and beacons are yellow and blue, the robots have to be mostly black) and at defined places (except the robots and the ball, of course). These colors and places are quite similar in both leagues.

### III. SOFTWARE FRAMEWORK

The control software of the BreDoBrothers is based on the software framework of the GermanTeam [5]. It is presumably the architecture [7] used most often for controlling real robots in RoboCup. Currently, more than 25% of all teams in the Four-Legged League base their own code on this framework and its tools.

The BreDoBrothers use PDAs running Microsoft Windows Mobile to control their robots. Thereby this platform is the fifth one supported by the framework besides the Sony Aibo, Sony’s Open-R Emulator running under Cygwin, Microsoft Windows (under the Simulator SimRobot, cf. Sect. IV), and Linux (on the autonomous wheelchair Rolland [8] using an embedded PC-104 system). The framework running under the desktop version of Windows can also directly control the Kondo robots using a serial cable, and is able to record and replay log files.

#### A. Development Support

One of the basic ideas of the architecture is that multiple solutions exist for a single task, and that developers can switch between them at runtime. This simplifies the comparison and testing of different implementations for one task, e.g. different approaches of self localization.

It is also possible to include additional switches (debug requests) into the code that can also be triggered at runtime. These switches work similar to C++ preprocessor directives for conditional compilation, but they can be toggled at runtime. A special infrastructure called message queues is employed to transmit requests to all processes on a robot to change this information at runtime, i.e. to activate and to deactivate debug requests and to switch between different solutions. The message queues are also used to transmit other kinds of data between the robots and the graphical front-end on the PC (cf. Sect. IV). For example, motion requests can directly be sent to the robot, images, text messages, and even drawings (2-D and 3-D) can be sent to the PC. This allows for visualizing the state of a certain module, textually and even graphically. These techniques work both on the real robots and on the simulated ones (cf. Sect. IV).

#### B. Tasks

Figure 2 depicts the tasks and representations enabling the BreDoBrothers to play soccer. They can currently be structured...
into four general levels:

**Perception:** On this level, the current states of the joints are analyzed to determine the position of the camera. The camera image is searched for objects that are known to exist on the field, i.e., landmarks (goals and flags), field lines, the ball, and general obstacles such as the referees. The sensor readings that were associated to objects are called *percepts*. In addition, further sensors can be employed to determine whether the robot has been picked up, or whether it fell down.

**Object Modeling:** Percepts immediately result from the current sensor readings. However, most objects are not continuously visible, and noise in the sensor readings may even result in a misrecognition of an object. Therefore, the positions of the dynamic objects on the field have to be modeled, i.e., the location of the robot itself, the positions of obstacles, and the position of the ball. The result of this level is the estimated *world state*.

**Behavior Control:** Based on the world state, the role of the robot, and the current score, the third level generates the behavior of the robot. This can either be performed very reactively, or deliberative components may be involved. The behavior level sends requests to the fourth level to perform the selected motions.

**Motion Control:** The final level performs the motions requested by the behavior level, i.e., walking, standing up, controlling the head’s tracking motions, or performing so-called special actions (kicks, cheering moves, demo motions). The motion module also performs dead reckoning and provides this information to other modules.

### C. Processes

Dividing the whole problem of playing soccer in smaller tasks and grouping them together to the levels shown in Fig. 2 does not define which of the modules solving these tasks are running sequentially and which are running in parallel. A well-established approach (cf. Fig. 4) is to have one process running at video frame rate (*Cognition*) executing all modules of the first three levels, and another one running at the frequency required for sending the motion commands (*Motion*) executing the modules of the fourth level. A third process distributes and
IV. ROBOT SIMULATION

When working with robots, the usage of a simulation is often of significant importance. On the one hand, it enables the evaluation of different alternatives during the design phase of robot systems and may therefore lead to better decisions and cost savings. On the other hand, it supports the process of software development by providing a replacement for robots that are currently not on-hand (e.g. broken or used by another person) or not able to endure long running experiments (e.g. learning tasks). Furthermore, the execution of robot programs inside a simulator offers the possibility of directly debugging and testing them.

The BreDoBrothers use SimRobot [10], a robot simulator which is able to simulate arbitrary user-defined robots in three-dimensional space. It includes a physical model which is based on rigid body dynamics. Thus it is possible to create an accurate simulation of a Kondo KHR-1 robot which is playing soccer (cf. Fig. 3). In the past, this simulator has already been used for the simulation of the Sony AIBO robot and a wheeled Small Size robot [10].

SimRobot is able to simulate an arbitrary number of robots. The complete source code that was developed for a robot is compiled and linked into this application. Additionally, SimRobot provides several different visualizations for data generated by the different modules and allows direct actuator manipulation as well as the interaction with movable objects in the scene (i.e. the ball and robots) to create different situations to be tested. These features—together with an interactive, scriptable command line and functions for communicating with real robots—make SimRobot the central tool for our software development and experiments.

V. VISION

Similar to the AIBO, our Kondo robots use a directed vision system, which consist of a color camera which is mounted on a pan-tilt unit. For this application, the approach of [11], which uses a horizon-aligned grid (see Fig. 5(a)) for analyzing only parts of an image, has been well proven. The parameters of the horizon results from the position and orientation of the camera, which may be computed from the current states of the robot’s joints on both platforms.

Each grid line is scanned pixel by pixel. During the scan, each pixel is classified by color. A characteristic series of colors or a pattern of colors is an indication of an object of interest which has to been analyzed in more detail. Recognition algorithms for the most important features (e.g. lines, landmarks, and the ball) are already part of the GermanTeam’s vision system (cf. Fig. 5(b)) [9] and may be used—in most cases—without any modifications, despite the adaption to a different image size and the byte order of pixels, of course.

The Ball: Since the KidSize class and the Four-Legged League use the same balls, the ball recognition approach did not need to be changed at all. Currently, a Levenberg-Marquardt fitting of a circle, given a set of points lying on the edges of the ball, is applied [12].

Landmarks: The most significant types of landmarks are the the two goals and the four beacons. While the goals do not differ in color and shape from the ones in the Four-Legged League, the approach described in [5] works fine, especially due to the extraordinary size of the goals. However, the recognition of beacons demands some additional work. While the ambiguousness of the color sequences does not
cause any significant problems (cf. Sect. VI), the lack of pink (which is always included in the AIBO beacons) and the possibility to take the lower part of a humanoid beacon for a goal, are problematic issues. These can be solved by using the standard goal recognition algorithm for detecting these lower parts, too, and distinguishing between goals and beacon parts by the height of their upper border.

Field Lines: To improve the position estimate or to bridge phases without any perceptions of major landmarks (e.g., while tracking a close ball), perceptions of field lines are quite valuable and easy to compute [13], [14]. In the Humanoid League, it is even easier to detect lines than in the Four-Legged League, since the lines are twice as wide and are seen from a higher perspective.

Obstacles: A concept different from recognizing robots is detecting general obstacles [15], [16]. Instead of searching specific robot features (which heavily differ between the two leagues) in an image, the unoccupied regions, i.e., the green field including the white lines, are determined. Thus, areas not classified as free space have to be considered to be obstacles. This approach, which has originally designed for implicitly detecting AIBO robots, works with the black robots in the Humanoid League.

VI. WORLD MODELING AND BEHAVIOR CONTROL

For self-localization, we use a particle filter (cf. Fig. 6) based on the Monte Carlo method [17]. This approach has already been proven to provide quite accurate results in the Four-Legged League’s environment [14], [18]. Since the implementation used is not dependant on a specific RoboCup field — the positions and sizes of all objects and lines are separated in a configuration file —, it was directly usable on our humanoid robots. The particle filter approach does not have any problems with the ambiguous color codes on the beacons. Additionally, it is able to deal with the kidnapped robot problem, which often occurs in RoboCup scenarios through replacements of robot by referees or pick-ups by the team.

The tracking of the ball and the estimation of its velocity are realized via a Kalman filter [19], [20].

The robot’s behavior is currently programmed using the XABSL engine [21] in combination with YABSL [9], a C-like behavior specification language. The overall robot behavior is split up into a set of simple behaviors which are interdependently arranged as nodes in an acyclic, directed graph (cf. Fig. 7a). Single nodes of the graph are modeled by using state machines the transitions of which are controlled by decision trees (cf. Fig. 7b/c). This specification language has already been used in all other robot soccer leagues: in the Middle Size League by the COPS Stuttgart [22], in the Small-Size League by B-Smart [23], and — of course — by the GermanTeam (and most teams that are based upon it) in the Four-Legged League.

![Fig. 6. Visualization of the internal state of the self localization. The large arrows denote the potential poses of the robot. The small arrows near the goal denote perceived goal points. The mismatch between these points and the goal indicates the current localization error.](image)

![Fig. 7. a) A hierarchy of simple behaviors for playing a ball. b / c) Simple decision trees for determining state transitions inside a behavior.](image)
VII. ROBOT MOTION

Motion is the part of robot control in which humanoid robots differ the most from their four-legged counterparts. Standing and walking on four feet is much more stable than walking on two, i.e. while quadruped motion on a plane surface can be performed without any feedback at all, bipedal motion typically requires to keep the balance. However, since the feet of the robots in the humanoid league are still allowed to be quite large, at least parts of the motions can be performed without sensory feedback. In case of the BreDoBrothers, motions such as kicking and standing up are represented by so called special actions. They consist of a sequence of sets of joint angles that are executed in a specified interval, performing the desired action. Each set gets executed for a number of milliseconds as defined by the special action. During this time the joint angles are either interpolated to allow fluid movements or they are simply set, ignoring the previous values of the servos. A transition network defines the prerequisites for each motion, e.g. that the robot has to stand before it performs a certain kick.

While special actions are static in nature, walking is not. In the soccer scenario, it is desirable to be able to move in any combination of forward, sideward, and rotational motion, i.e. omni-directional. The maximum speeds that can be reached are limited by the lengths of the robot's legs (more precisely: the distance between hip and ankle) and the step frequency. In general, the gait of the BreDoBrothers is similar to the one used by the GermanTeam for the AIBO. As the AIBO, the Kondo has two joints for each leg in the hip (roll, pitch), and one in the knee. Two further joints per leg allow controlling pitch and roll of the feet, i.e. they function as the ankles.

Walking means that the feet move along certain trajectories relative to the center of the body. In the walking engine used by the BreDoBrothers, these trajectories are calculated in Cartesian space, and then they are transformed into joint angles by inverse kinematics. The approach for controlling the upper three joints per leg is very similar to the one used by the GermanTeam for the AIBO, and is described in detail for the AIBO in [24]. The feet, controlled by the remaining two joints in each leg, typically stay parallel to the ground, i.e. the angles of the two ankle joints just compensate for the pitches and rolls resulting from the states of the other three joints of each leg. The trajectories can have different shapes that are controlled by a vast number of parameters, such as foot origin in $(x, y, z)$, step height, step shape (e.g. rectangle, ellipse, half-ellipse, etc.), maximum forward/sideward step size, etc. Depending on the shape of the trajectory of a step, the walk cycle runs through different phases, e.g. for a rectangular shape: ground phase, lifting phase, swinging phase, and lowering phase (cf. Fig. 8). The phases of the two legs are shifted by half a phase.

In addition to moving the legs, the robot also has to shift its weight to avoid falling down when one leg is lifted. Effectively this is done by continuously moving the feet's origins from left to right and back according to the walking phase. In addition, it is also possible to tilt the body, swing the arms, and tilt and roll the feet (in addition to their keeping parallel to the ground) based on the current walking phase. However, the best results were achieved when these additional motions were not used.

Since our Kondo has no rotational joints in the legs, rotational movements must be achieved by moving the legs in different directions with both feet on the ground. This is integrated as additional phases in the normal step cycle before the lift phase and after the lowering phase, i.e. during these times, both feet touch the ground and move in opposite directions.

Although gaits using this approach can be quite stable, sensor-based balancing increases that stability a lot. Using the measurements of the three acceleration sensors $(acc_x, acc_y, acc_z)$ of the robot, the body tilt and amplitude of the body's sideward swinging is controlled. The body tilt is simply derived from the measured body pitch $(atan2(acc_x, acc_z))$, while the sideward swinging amplitude is determined from the averaged difference between the measurements of the sideward acceleration $acc_y$ and the second derivative of the originally desired sideward motion that is defined as a parameter of the gait.

For the control of the pan-tilt unit, the XABSL engine has been used, too. It allows an easy specification of different state-based tracking and searching behaviors for the robot’s head. In general, the implementation does not differ from the one for the AIBO ERS-7. In detail, this model has an additional second tilt joint. That joint only used for some special motions (e.g., catching the ball) which are of no use for a humanoid robot.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we showed the similarities between the two RoboCup leagues which are based on legged robots and described the possibilities for a useful software migration. Using the BreDoBrothers team as an example, we directly demonstrated the results of the implementation.

One major difference to the Four-Legged League is the unavailability of a complete robot system which does not need to be modified. In our team, this lead to two major problems which could not be solved by the software used: Reproducing a robot’s state after a breakdown as well as maintaining an equal state of all robots inside a team of robots. Especially
the latter will become more important the larger the teams will become in the future.

Besides these problems and in addition to the approaches which have already been described in this paper, there are still several methods from the Four-Legged League which have not been ported to our humanoid team but will be useful in future competitions. One issue is the tracking of other robots. This has already been implemented for AIBO robots [25] but not been ported, since we did not implement a reliable perception of other robots, so far. Another big field of work—especially for 3 vs. 3 matches—will be the integration of communication. To arrange tactics (e.g. as done by [9]) as well as to establish a cooperative estimate of the current world state (e.g. as done by [26]) to enable the robots to have information about things which they currently cannot perceive.
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